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Abstract - The main purpose of object detection is to 
know and work for one or more effective targets from still 
image or video data. Object detection is a key ability 
required by most computer and robot vision systems. The 
very recent  research and works on this topic has been 
making great progress in many directions and different 
ways. In the current manuscript, we give an overview of 
past research on object detection depending on the 
weather conditions , outline the current main research 
strategies, and discuss open problems and possible future 
directions and views. In this paper, we address the object 
detection problem in the presence of fog by introducing a 
novel dual-subnet network (DSNet) that can also be 
trained and learnt three things: visibility improvement, 
object differentiation, and object localization. 
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1. INTRODUCTION  

IAVs have received a lot of interest because of their 
potential to make driving safer, decrease traffic accidents, 
and reshape cityscapes. Researchers have worked hard to 
create IAVs. Object recognition and track, and 
interpersonal behaviour, must be included into an IAV's 
architecture in order for it to be successfully get the 
solution. When used together with IAVs, object detection 
is critical and very important . since it not only identifies 
and locates items in a position or in a place, but it also 
helps us in the systems in showing a way safely through 
traffic situations that might get complicated at times.  

1.1 Existing System 

There were many such algorithms and processes 
implemented for object detection. Since the previous 
approaches often show a significant class-imbalance issue, 
degraded and old model outputs are expected as a 
consequence of training on samples that are mostly 
properly categorized into correct topics . Turning the clock 
20 years back we would witness “the wisdom of cold 
weapon era”. Due to the lack of effective image 
representation at that time, most of the early object 
detection algorithms were built based on handcrafted 
features. 

 

Disadvantages: 

Single image dehazing model DCPDN was suggested by 
Zhang et al, which now estimates the transmission map, 
atmospheric light and dehazed photo during training 
whenever required.  

All of the previous object detection algorithms use regions 
to localize the object within the image. Insufficient 
availability of technology and concepts resulted in :Objects that 
have no clear boundaries at different angles, Objects that have 
no physical presence. 

1.2 Proposed System: 

To improve object detection performance in low visibility, 
the suggested module that we are working on works in co-
ordination with a detection subnetwork in order to learn 
how to better define the objects that are being detected. 

Object detection is achieved by optimising visibility 
enhancement, object categorization, and object location 
simultaneously. 

Advantages: 

With our current efforts and techniques that we have 
implemented, has a lot of plus points like: Detecting objects 
with clear boundaries, Detecting clusters of objects as 1 item, 
Localizing objects at high speed , Intelligent video analytics,Face 
and person detection,Autonomous vehicles,Intelligence video 
surgery. 

2. System Design 

2.1 Architectural Design 

Region proposals with CNNs and geographical area fully 
fourier networks (R-FCN family) are being ranked at  the 
first class of strategies and suggestions may have let on the 
region proposal method to generate RoIs for object 
identification. R-CNN starts with an image pixels and uses a 
method known as region proposals to create region 
proposals based on a hierarchical grouping of similar 
locations based on many congruent components such as 
texture, colour, size, shape, and so on. 
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Fig 2.1: Architectural Diagram 

2.2 Use Case Diagram  

The use-case analysis in the Unified Modeling Language is 
the one what's discussed and constructed in the use-case 
diagram. Its main goal is to provide a graphical illustration 
of the operation of the machine that we have implemented 
in terms involved, the objectives they want to achieve and 
that is the reason it can have any dependencies that those 
use instances might want to have it. The visual 
representation of the use case's  function is to show its 
purpose that is being demanded for and that have been 
designed in the manuscript. 

 

Fig 2.2: Use case Diagram  

3. IMPLEMENTATION 

Object detection: 

An image or video may be searched for specific items 
using the computer vision approach known as object 
detection. If we are going to make use of it in this 
way,object detection may be used to properly count the 
items in a particular place and show their exact positions 
while also accurately identifying each individual object's 
attributes. 

 

Fig 3.1: Multiple Object Detection Diagram 

 

Fig 3.2: Stationary Object Detection Diagram 

Dual-subnet network: 

Dual-subnet network (DSNet) is a good technique to do 
the object detection based on multi-task learning which in 
turn be used  to address the issue of object detection in 
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low visibility situations. With the help of one of the finest 
deep learning, to be very specific -Retina Net, the detection 
subnetwork of DSNet is constructed and a feature 
recovering (FR) module is added to this basic architecture 
for improving the visibility as per our needs. 

4.SYSTEM TESTING 

 

5. CONCLUSIONS 

Here under the study, we have introduced a novel 
approach for improving object classification efficiency 
during unfavourable weather situations to know the 
weather status effectively. These two subnets of our DSNet 
model may be trained together against one another for the 
purpose of enhancing object categorization and locating 
objects in the real world. 

Image classification runs an image through a classifier for it to 
assign a tag, without specifying the tag's localization within an 
image. Image segmentation defines which pixels of an object 
class are found in an image  that we are fetching for. If your 
objects have no boundaries, use a classifier, if you need very 
high accuracy, then u can use instance segmentation instead. 
This approach has been proven very effect in comparison with 
the procedures that had already been implemented so far. 
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