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Abstract 

               In the field of agriculture Fruits are affected by 
different climatic conditions. For the farmers it is very 
difficult to identify the fruits that are having disease or 
not. This will affect the global economy. By manual 
testing of fruits does not give the accurate output. In this 
method the fruit image is take to analyse the disease. The 
disease must be identified using colour, shape and size of 
the fruit. It will give the accurate result for farmers than 
the manual analysis of the fruits. Banana, apple and 
orange fruits are taken in this method. The system is 
already trained with different types of diseases that 
fruits are having. Input image given by the user 
undergoes with different kinds pre-processing steps. 
First the fruit image is resized in the required manner 
and the type of the fruit identified by the system. The 
fruits related to input image in the trained dataset must 
be analysed. And then features such as colour, shape and 
size are extracted from the image and image cluster is 
identified using k-means clustering algorithm. Next 
convolutional neural network(CNN) is used to find the 
fruit is infected or not infected. Experimental evaluation 
of the proposed approach is effective and 95% accurate 
to identify banana, apple and orange fruits disease. 

Keywords: Features: Colour, Size, Shape; K-Means 
clustering, convolutional neural network. 

I. Introduction 

              India is the green land by producing 44.04 million 
tons of fruit and it is a second-greatest producer of fruits. 
India contributes 10% to the world’s fruit creation. 
Mostly Indians are dependent on agriculture. So, the 
constantly changing climatic conditions and different 
disease have a high impact on crops and they are leading 
to less crop yield. And India stands second in the list of 
highly populated countries and it is still increasing. on 
account of that food consumption will automatically 
increase. India produces food crops and also fruits. 
Analyzing the good and bad fruits is necessary. 

              In this project I have taken banana, apple and 
orange fruits into consideration. The following fig.1, fig.2 
and fig.3 represents fruits that are affected by diseases. 

 

 

Fig.1: Banana diseased fruit           Fig.2: Apple diseased 
fruit 

 

                           Fig.3: Orange diseased fruit 

              In India, the livelihood of 58% of the Indian 
population is based on agriculture. So, the constantly 
changing climatic conditions and also some diseases 
have a high effect on crops and are leading to less crop 
yield. And India stands second in the list of highly 
populated countries and it is still increasing. On account 
of that, food consumption will automatically increase 
and this will lead us to the situation where people have 
to produce more food. India not only produces and 
exports food crops but also fruits. Here the classification 
of good and bad fruits is barely done manually in most of 
the places. This leads to more errors in the grading of 
fruits while exporting. So, to overcome the faults that 
happen during the manual classification, researchers 
have proposed an image detection method to classify the 
diseased fruits from good fruits to improve the quality of 
classification while exporting fruits. Here this approach 
is using CNN (Convolutional Neural Networks) which 
detects the quality of the fruit, layer by layer. 

II. Literature Survey 

               Recently, Pantech solution [1] have done 
the research on fruit disease detection by using 
Convolutional neural network. This is used to detect the 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

             Volume: 09 Issue: 08 | Aug 2022                 www.irjet.net                                                                       p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1917 
 
 

fruit is having disease or not. Apple fruit is taken by the 
author for performing the experiment. For this model, 
the accuracy will be 97%. Since they are using only CNN 
algorithm the data takes more time to produce the 
output.  
 
              Author shiv Ram Dubey [2] considers the fruit is 
apple. The algorithm used by the author is image 
processing technique for fruit disease detection and 
identification of fruit disease. Some of The disease taken 
by the author is apple rot, apple blotch for execution. The 
author also used the K-means Clustering algorithm for 
clustering the dataset according to their disease. For 
disease detection support vector machine is used. 
 
              The author laria Pertot [3] suggested the 
multilingual web based tool for plant disease detection. 
In this the author taken the strawberry fruit. In this the 
user needs to provide the dimension, features and colour 
of the image as input. By using it, the software will 
analyse the disease of the fruit and It will be displayed to 
user. This software is not suitable if the user/farmer is 
illiterate. 
 
               Monica Jhuria [4] uses the technology called 
image processing and back propagation. grapes, apples 
and mangoes are selected for conducting the experiment. 
For disease detection and weight calculation of fruit, 
image processing techniques are used and for weight 
adjustment of images that are stored in learning 
database. 
 
               Author Manisha Bhange [5] uses the technologies 
called image processing, support vector machine and K-
means algorithm for fruit disease detection. The author 
taken the pomegranate fruit. Feature Colour, 
morphology, color coherence vectors are considered for 
feature extraction. SVM is used for classification to 
classify the image is infected or non-infected. CCV and 
clustering is done using k-means algorithm. This 
software gives the 82% accurate to identify the 
pomegranate disease. 
 
                 Author Dharmasiri, S.B.D.H [6] has done the 
research on passion fruit detection. The detection of fruit 
disease contains the main steps. they are, image 
acquisition, image preprocessing, image segmentation, 
feature extraction, dataset preparation, training and 
testing. They used two types of passion fruit diseases 
namely passion fruit scab and woodiness images, for this 
approach. K-means clustering is used for segmentation. 
passion fruit diseases can be identified in the average 
accuracy of 79% and its’ stage can be identified in 
average accuracy 66%.  
 
 

III.Pre-Requisites: 
 
1. Convolutional Neural Network(CNN): 
 
           CNN are widely used in computer vision and have 
become the state of the art for many visual applications 
such as image classification, and have also found success 
in natural language processing for text classification.  

             CNN are very good at picking up on patterns in the 
input image, such as lines, gradients, circles, or even eyes 
and faces. Convolutional neural networks can operate 
directly on a raw image and do not need any pre-
processing. 

             CNN is a feed forward neural network. CNN 
contains up to 20-30 layers. Convolutional layer is 
special kind of layer which makes the CNN more 
powerful. The key building block in a convolutional 
neural network is the convolutional layer. We can 
visualize a convolutional layer as many small square 
templates, called convolutional kernels, which slide over 
the image and look for patterns. Where that part of the 
image matches the kernel’s pattern, the kernel returns a 
large positive value, and when there is no match, the 
kernel returns zero or a smaller value. CNN has three 
main types of layers. They are: 

1.  Convolutional layer 

2.  Pooling layer 

3.  Fully-connected layer 

Fig.4 represents the architecture of Convolutional neural 
network.                                                   

 
Fig.4 Architecture of CNN 

i.Convolutional Layer: 
 
.             The key building block in a convolutional neural 
network is the convolutional layer. The Input image is a 
fruit, which is made up of a matrix of pixels in 3D.  It 
means the image contains dimensions’ height, width and 
depth. We also have feature detector it moves across the 
respective fields of the image, checking the feature is 
present. 

 

https://deepai.org/machine-learning-glossary-and-terms/computer-vision
https://deepai.org/machine-learning-glossary-and-terms/natural-language-processing
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ii. Pooling Layer: 

             Pooling layer is used for dimensionality reduction 
and for reducing the number parameters in the input 
image. This layer filters across the entire input. In this an 
input fruit image is filtered to get the accurate results. 
There are two types pooling:  

                             i. Max pooling 
ii. Average pooling 

iii. Fully-Connected Layer:  
 
          The name of the full-connected layer aptly 
describes itself. The pixel values of the input image are 
not directly connected to the output layer in partially 
connected layers. However, in the fully-connected layer, 
each node in the output layer connects directly to a node 
in the previous layer. This layer performs the task of 
classification based on the features extracted through 
the previous layers and their different filters. 

2. K-Means Clustering:   
 
            K-means clustering is unsupervised learning 
algorithm. K-means clustering technique is used for 
partitioning the training dataset according to their 
features. When we deal with larger dataset, K-means 
clustering algorithm gives greater efficiency. Fruit 
dataset is partitioned into fruits based on the type and 
also based on the fruit is having disease or not. This will 
increase the efficiency.  

Defining K value using Elbow method: 

        The Elbow method is one of the most popular ways 
to find the optimal number of clusters. This method uses 
the concept of WCSS value. WCSS stands for Within 
Cluster Sum of Squares, which defines the total 
variations within a cluster. The formula to calculate the 
value of WCSS (for 3 clusters) is given below: 

WCSS= ∑Pi in Cluster1 distance (Pi C1)2 +∑Pi in 

Cluster2distance (Pi C2)2+∑Pi in CLuster3 distance (Pi C3)2   

 Where,  
∑Pi in Cluster1 distance(Pi C1)2: It is the sum of the square of 
the distances between each data point and its centroid 
within a cluster1 and the same for the other two terms. 

IV. Proposed Algorithm: 
 
            In this proposed method, CNN, image processing 
technique and K-means clustering techniques are used 
for fruit disease detection.  Apple, orange and banana are 
considered and diseases are considered as fruit name 
and fruit is having disease or not. Fruit size, colour and 

shape feature vectors are chosen for feature extraction. 
CNN is used for classification of images. CNN gives better 
performance on real time data. The accuracy by using 
the CNN is more than 90%. 

             Image processing technique is used for disease 
detection and weight calculation of fruit. Feature 
extraction and image segmentation is done by using 
image processing technique. Re-sizing of image is also 
done by using image processing technique.  K-Means 
clustering is used for partitioning the given dataset 
according to their features. Based on Fruit type and 
Disease, the training dataset is categorized into different 
clusters. This technique saves the time while giving the 
output to user. 

 Image Pre-processing: 
 
           we will start with importing the libraries, data 
preprocessing followed by building a CNN, training the 
CNN. Tensorflow library is used to train with large 
amount of data. By using this library, it is easy to build 
neural network. 

from tensorflow.keras.utils  import to_categorical 
import tensorflow as tf                                      
import keras 
from keras.layers import Dense,Dropout, Conv2D,MaxPo
oling2D , Activation, Flatten, BatchNormalization, Separa
bleConv2D 

from keras.models import Sequential 

Activation Function: 

     Relu: 

          The ReLU function is the Rectified linear unit. It is 
the most widely used activation function. It is defined 
as: 

      f(x)=max (0, x) 

             The main advantage of using the ReLU function 
over other activation functions is that it does not 
activate all the neurons at the same time. In ReLU 
function if the input is negative it will convert it into 
zero and the neuron does not get activated.    

Sigmoid: 

    Sigmoid function range from 0-1 and having ”S” 
shape. It is widely used activation function. Sigmoid 
function is defined as follows: 

        1 

      1+e-x 
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Convolutional Layer: 
 
         Convolutional layer is the first layer in CNN. It can 
be called by using add class. Convolutional layer 
contains the parameters. They are, filter, activation 
function(Relu), kernel size and input shape. It can be 
defined in python as shown below: 

model.add(Conv2D(32, (3, 3), kernel_initializer='he_unif
orm', padding='same', activation='relu', input_shape=(10
0,100,3))) 

Pooling Layer: 

        Pooling layer is next layer after the convolutional 
layer. It uses the Max Pooling. To add pooling layer in 
python we call the add method followed by two 
parameters, called pass pool size and strides. 

model. add(MaxPooling2D((2, 2))) 

Flattering: 

           We go with flattering with the result of convolution 
and pooling layer into one dimensional vector. The result 
of flattering is the input for fully connected layer. In 
python we use the flattering is as follows.: 

model.add(Flatten()) 

Fully Connected Layer: 

          Now we are adding the fully connected layer to 
flatten layer. this layer should be added by using the add 
class. It contains the Dense layer followed by units, it 
defines the number of hidden neurons we want to have 
in fully connected layer and activation function(Relu) 
parameter. 

model.add(Dense(128, activation='relu', kernel_initialize
r='he_uniform')) 

  Output layer: 

           Output layer is the final layer, it predicts the final 
output. output layer contains the dense class followed by 
the parameters units and activation function(sigmoid). 

     model.add(Dense(1, activation='sigmoid')) 

 

 

 

 

 

V. Architecture: 

 

Fig.5: Architecture of Fruit Disease Detection 

The architecture of Fruit disease detection displays the 
how image is processed using algorithms and how user 
get the accurate output. 
 
Step by step process in this project is as shown below: 

Step-1:   Uploading the image of the fruit by user. 
 
Step-2: Initially, by using CNN Algorithm the image is 
resized according to the requirements and then Features 
are extracted from the image. 
 
Step-3:   Features like fruit name, shape, size and colour 
of the image is extracted. And then the image is added to 
the dataset for the future analysis. 
 
Step-4:    By using K-Means clustering the image is 
mapped to the related clusters by using feature 
extracted and then the disease will be identified. 
 
Step-5:   the added cluster defines the status of the fruit 
also the disease is identified that fruit is rotten of 
fresh. 
 
Step-6:   Finally, the status of the fruit is identified and it 
passed to user as output. 

VI. Experimental Analysis and Result: 
 

                 The experiments are conducted using Google 
Colab. The dataset which is used for this analysis called 
“Fruits-Fresh-and-rotten-for-classification” is taken from 
kaggle Website. The dataset should be directly uploaded 
from kaggle website to Google Colab notebook. The 
dataset contains Two types of data. They are training 
data and testing data. The training and testing data 
contains the number of images as shown in Fig.6 and 
Fig.7. 
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Fruit image category No.of images 

Fresh banana 1581 

Rotten Banana 2224 

Fresh Apple 1693 

Rotten Apple 2342 

Fresh Orange 1466 

Rotten Orange 1595 

                                 
Fig.6. Training dataset 

Fruit image category No.of images 

Fresh banana 381 

Rotten Banana 530 

Fresh Apple 395 

Rotten Apple 601 

Fresh Orange 388 

Rotten Orange 403 

 
Fig.7. Testing dataset 

1.Dataset Dimensions:         
  
              The dataset contains the 3D (three dimension) 
image. Since it calculates the length, depth and width of 
the image. The input image is divided into small pixels 
and for each pixel the disease should be calculated using 
CNN algorithm. The pixels (part of image) 2D images. 
After that the output of pixel images is converted into 
matrix form as 0’s and 1’s. If the disease is present in the 
pixel the value will be one and otherwise the value will 
be 0.    

2. Result Discussion:     
 
                  Fig.8.1. represents the training loss and 
validation loss in the dataset. In x-axis the epochs and in 
y-axis the loss will be defined. In the below diagram the 
blue line defines the training loss.in this the less data is 
lossed. the orange colour line defines the validation loss 
it means the image is not clear. Much data is loosed in 
this phase. 

             Fig.8.2 Represents the training accuracy and 
testing accuracy. The blue line represents the training 
accuracy and the accuracy is more in this phase. The 
orange line represents the validation accuracy and 
accuracy for validation is satisfied. 

                Fig. 9. Shows the input images that are affected 
by disease or not.in this the input image is randomly 
taken and the disease must be identified. Below diagram 
representing, in testing phase the fruit are having 
disease or not and fruit name will be displayed as output. 
while executing different fruits are taken using random 
forest library. 

 

Fig.8.1: Training loss and validation Loss 
 

Fig.8.2: Training accuracy and validation accuracy 

 

Fig.9: Classification of Data 

VII. Conclusion: 
 
                  Fruit disease detection and classification could 
be a little tedious process because it is very hard to 
recognize characteristics of fruits. The characteristics 
could vary between different fruits. These kinds of 
problems can be handled by feature vector. Before 
extracting feature, image pre-processing is done on 
every fruit. CNN model is constructed for CSV file which 
was created along with the fruits. Finally, the count of 
the fresh fruits and the rotten fruits is evaluated. The 
above said method was classifying fruits Fresh or Rotten. 
The proposed model has gone through pre-processing 
stage, feature generation stage and classifiers learning 
stage. The statically evaluation of the above proposed 
model is done in terms of precision, recall and accuracy. 

                         In this the fruit image is taken as input. By 
using Convolutional neural network fruit name and 
features called colour, shape and size will be extracted. 
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Then the output will be passed to K-means clustering, 
based on the features extracted the fruit is mapped to 
different clusters. And then the output will be given as 
the input fruit is rotten or fresh fruit. 
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