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Abstract - Detecting text in natural situations is a difficult task that is more difficult than extracting the text from those natural 
images in which the background and foreground are clearly separated and every character is isolated from the images. Text in the 
landscapes which is nature may occur in a range of states like a text in dark with the background light and vice versa, with a broad 
diversity of fonts, even for letters of the same word, sections of words can be overlapped by environment objects, making detection 
of these parts impossible. Deep learning which is a subset of Machine learning employs a neural network, a technique that 
replicates how the brain analyses data. An Optical Character Recognition engine has two parts: i)Text recognition and ii)Text 
detection. The process of locating the sections of text in a document is known as text detection. Since the different documents 
(invoices, newspapers, etc.) have varied structures, this work has historically proved difficult. A text recognition system, on the 
other hand, takes a portion of a document containing text (a word or a line of text) and outputs the associated text. Both text 
detection and text recognition have shown considerable promise with deep learning algorithms. 

Keywords: Deep learning, Convolutional Neural Network, text detection, text classification, Optical Character Recognition, 
optimization  

I. INTRODUCTION 

Deep learning algorithms learn about the image by passing through each neural network layer. For applications like 
machine translation and image searches, OCR mechanism is being used to recognise text within photographs. The method for 
recognising the text/characters from a photo, sends the features extracted text from an image/photo to the classifier which is 
trained to distinguish individual characters that is similar to object recognition. Recognition of text, on the other hand, looks at 
the text as a group of meaningful characters rather than single characters. A text string can be recognized by clustering the 
similar characters, which means that every character in the text must separate for recognition [21]. Alternatively, in the 
instance of classification, train the network on a labelled datasets in order to categorize the samples in the datasets.  

Convolutional Neural Network (CNN) was applied to extract the features for character recognition performance. A brief 
review on text detection and text recognition are shown in Table 2. The CNN model is trained in three steps : (i) Train the CNN 
model from the scratch, (ii) Using a transfer learning method for exploiting the features from a pretrained model on larger 
datasets and, (iii) Transfer learning and fine-tuning the weights of an CNN architecture. CNN architecture consists mostly of 
four layers. (i) Convolutional layer [Conv]; (ii) Pooling layer; (iii) Fully connected layer; and (iv) Rectified Linear units [4]. 

Artificial Neural Network (ANN) is being trained to extract information through the deep-learning-based technologies 
from an image. VGG, ResNet, MobileNet, GoogleNet, Xception, and DenseNet are examples of CNN architecture where several 
convolution layers are utilized to extract the features from the images [21]. Handwritten texts are difficult while reading text 
from photographs or recognising that has attained a lot of attention. Most systems have two important components, (i) Text 
detection; and (ii) Text recognition. Text detection is a technique where the text instances from the images can be predicted 
and localized. The text recognition is done by autoencoder which is the process of decoding the text into the machine-readable 
format.  
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Figure 1 CNN architecture for text classification 

II.  TEXT DETECTION AND RECOGNITION USING DEEP LEARNING 

2.1 Text detection 

The local features can be extracted from CNN through the training of character pictures and sub-regions based on the 
characteristics of an individual’s handwriting. To train CNN, randomly selected instances of an image in the training sets are 
used, and the local features extracted from the image from these instances are aggregated in order to generate the global 
features. The process of randomly sampling instances is repeated for every training epoch. This results in the increase of 
training the patterns for training the CNN for text independent writer identification [1]. 

Deep learning can constantly learn by examining data and finding patterns and classifying images. For picture 
categorization, language transaction and character recognition, deep learning is applied. Deep Neural Networks are networks 
with multiple layers that can perform complex operations on images, sound, and text, such as representation and abstraction. It 
can be used for any type of recognition problem. The basic goal is only for computers to learn without human intervention and 
modify their activities accordingly. 

2.2 Text recognition 

The recognition can be done by many techniques. It involves Convolutional Neural Network(CNN), Semi Incremental 
Method, Incremental Method, Line and Word Segmentation method etc. One of the most effective and prominent ways of 
handwriting recognition is Convolutional Neural Network (CNN). The most prevalent application of CNN is in image analysis. 
Artificial neurons are used in CNN [11]. CNN can recognise images and videos, classify images, analyse medical images, perform 
computer vision, and process natural language.  

CNN or ConvNets architecture has made significant contributions to the analysis of images. CNN is defined as , 1)A 
convolution tool that separates and identifies the distinct characteristics of the image for analysis in a process called Feature 
Extraction, which is part of the CNN architecture. 2) A fully connected layer makes use of the output of the convolution process 
in order to forecast the image's class using the information acquired in earlier stages.  

CNN extracts the features from handwritten text images of numerous characters by the end-to-end method based on 
deep learning and combines these extracted features to recognize the writer’s specific data during lowering of character’s class-
specific  features. To create n-tuple images, a single writer’s handwritten squared images are sampled randomly. Second, every 
image from n-tuple is sent into a local feature extractor (CNN). CNN can extract text-independent writer specific properties by 
employing new techniques to structure the training samples as n tuple pictures. Finally, a global feature aggregator aggregates 
the retrieved local features in various ways, such as using the average or maximum. Finally, the combined characteristics are 
sent into a softmax classifier (fully connected with an Nfc unit which is equal to the number of writers) for predicting [1].  
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III. PRELIMINARY STEPS FOR TEXT DETECTION AND RECOGNITION 

3.1 Datasets 

The datasets are collected from various ImageNet dataset like, MNIST, NIST, IAM dataset, IFN/ENIT, and so on. The 
different dataset on different languages like, English, Arabic, Bangla handwritten character datasets are taken into 
consideration. The detailed view of these datasets are shown in table 2. 

3.2  Image Pre-processing  

Pre-processing is a technology which transforms the raw data to useful and efficient data/information. This process 
consists of different operations which are used to perform on input images and in this process, the images are reshaped. The 
rearrangement of the form of the data is done without changing the contents of the data. Different kinds of arrangements are 
done in this process according to the parameters which are needed to carry on till further process [1]. Image pre-processing is 
nothing but to remove irrelevant data and delete the duplicate data from the databases. The text in the image can be in different 
styles, fonts and so on. In data pre-processing, the data are processed in different ways, they are:  

 Data cleaning : Remove noise and data inconsistency from raw data. That is, the  dataset which does not belong to the 
dataset comes, this data cleaning process removes these datasets. It is done by filtering the dataset and handling the 
missing data. It ensures the quality of data. In other words, it only removes the unwanted data but maintains the originality 
of the data. 

 Data integration : Data integration collects data from various multiple resources and combines it to form coherent 
data and also supports the consolidated perspective of the information. That is, it merges data from various sources into a 
coherent datastore (data warehouse). These data are stored and maintained for future use. It may be in the form of 
documents where the relevant data are stored in the different documents.  

 Data reduction : Data reduction is the process of reducing the data size by instances, aggregation, eliminating 
irrelevant data/features or by clustering. Data reduction can increase the storage capacity and the cost is reduced. It does 
not lose any data, instead it maintains the originality of the data. Data reduction process is done with the help of data 
compression. Data compression is a technique to compress the data in a reduced form of data which can reduce the storage 
space. 

 Data transformation : Data transformation is used to convert one form of format to another format. It is also known 
as data munging or data wrangling. Otherwise called Normalization. The data points in the scatter plot should be linear. If 
the points are in the form of a curve, it is difficult to calculate the accuracy which affects the performance of the model. This 
curve can be converted into a linear line by scaling the model in the range of 0 and 1. Activation functions are used when 
the model shows  non-linearity in their respective model.  

3.3 Normalization 

Normalization is the process of organizing data in the database. This process involves table creation and establishing 
relationships between these tables. It protects the data as well as makes the database more flexible by eliminating redundancy 
and inconsistent dependency. Redundant data takes more space and is complicated to maintain. The inconsistent dependent 
data can make it difficult to access the data since the path to find the data is either missing or broken. Hence, Normalization is 
more important since it can reduce these irrelevant data and data inconsistency  and it can handle the missing data as well to 
make the database more flexible. Normalization includes three stages of normalization steps where each stage generates the 
table. Each table stores the relevant data which does not include duplicate data or miss any data. The three steps involved in 
the normalization process are as follows, 

3.3.1 First Normal form 

The First Normal Form (1NF) sets the fundamental rules for database normalization which relates to the single table in 
the relational database model. The steps involved in the First Normal Form are : 

 Every column in the table are unique 

 Separate tables are created for every relevant set of data 

 Each table must be identified with a unique column or the concatenated columns are called with the primary key 
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 Neither row or column of the table are duplicated 

 No row or column that intersects in the table contain a NULL value 

 No row or column that intersects in the table can have multi-valued fields 

3.3.2 Second Normal Form 

The Second Normal Form (2NF) follows the First Normal Form . The basic requirements of Second Normal Form for 
organizing the data include: 

 No redundancy of data. All the data is stored in only one place. 

 Data dependencies in Second Normal Form are logical. That is, all the related data items are stored together which is 
useful for easy access. 

3.3.3 Third Normal Form 

The Third Normal Form (3NF) is the combination of both First Normal Form and Second Normal Form (1NF+2NF). The 
main benefits of this Third normal form are:  

 Reduces duplication of the data and achieves data integrity in a database. 

 Useful to design a normal relational database 

 3NF are independent of anomalies of deletion, updation, and insertion 

 It ensures losslessness and prevention of the functional dependencies 

3.4   Feature extraction  

Text extraction or Feature extraction from an image is a method of extracting text from a photograph using machine 
learning techniques. Text extraction is also known as text localization. It is used for text detection and localization which helps 
for text recognition. Text localization is the process which is used to develop a computer system (AI) to automatically recognize 
and read the text from the images. In deep learning models, the feature extraction process is done automatically since the 
models are pre-trained. It is done by text classification. 

3.4.1 Text Classification 

Text classification is also known as text tagging or text categorization. Texts are always unstructured in handwritten 
words or characters. Hence, these texts are categorized into an organized group. This process is difficult since it takes more 
time and is a little expensive. By using Natural Language Processing (NLP) which can be used as a text classifier, the texts can 
be categorized and can be converted into structural textual data which is easy to understand, cost effective and is more 
scalable. Natural Language Processing can automatically analyse and understand the type of character and it will assign a set of 
pre-defined tags (Pre-trained image datasets) and can be categorized based on its characteristics.     

3.5   Text detection  

In the testing stage, text detection is accomplished by segmenting photos. A series of text/sub-images of individual text 
is divided from a full image. Edge detection and the space between the different characters are used to segment the image. 
Following segmentation, the sub-divided portions are labelled and processed one at a time. This labelling is used to determine 
the total number of characters in an image. After that, each sub picture is scaled (70x50) and normalized in relation to itself. 
This aids in the extraction of image quality attributes [9]. Text detection is a method in which the model is given an image and 
the text region is detected by building a bounding box around it. Text recognition is carried out by further processing the 
discovered textual sections in order to recognise the text.  

3.5.1   Training the dataset  

Deep learning model is built while feeding data to a deep neural network (DNN) to "train" in order to do a specific AI 
task (such as image classification or speech to text conversion). The hidden layer in the neural network is used for 
backpropagation which helps to improve the performance of the training model. Hence, during the training process, known 
data is fed into the DNN, and this DNN generates a prediction on what the data represents. 
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Image Classification (used to classify the type of an object in an image). 

o Input: A photograph, for example, is a single-object image. 

o Output: A designation for a class (one or more integers that are mapped to class labels). 

3.5.2   Validating the dataset  

Validation data introduces new data into the model that it hasn't assessed before during training. Validation data 
serves as the first test against unknown data, allowing data scientists to assess how well the model predicts new data. Although 
not all data scientists use validation data, it can be useful in optimizing hyperparameters, which influence how the model 
evaluates data. 

Object Localization (locate the existence of objects in an image and use a bounding box to represent their location). 

o Input: A photograph, for instance, is an image featuring one or more objects. 

o Output: A set of bounding boxes (or more) .  

3.5.3   Testing the dataset  

Testing data once the model has been developed confirms that it can make accurate predictions. The testing data 
should be unlabelled if the training and validation data include labels to track the model's performance metrics. Test data is the 
verification of an unknown dataset to make sure that the machine learning algorithm was trained properly. 

Object Detection (detect the presence of objects/characters in an image with a bounding box, as well as the types or 
classes of those objects). 

o Input: A photograph, for instance, is an image featuring one or more objects. 

o Output: A class label for each bounding box, as well as one or more bounding boxes (specified by a point, width, and 
height). 

3.6   Text recognition  

Text recognition, commonly known as OCR (Optical Character Recognition) is a type of computer vision problem which 
involves converting images/photos of digital or hand-written character into a machine-readable text that the computer can 
process, save, and edit as a text file or as part of data entry and manipulation software. It can recognize the text from any 
documents, handwritten characters,  and so on by pre-training the images using deep learning concepts and its architectures. In 
other words, text recognition is the process where the image text is converted into a recognisable and readable text. The 
recognition of the detected text is done by various deep neural networks.  

Year CNN architecture No. of layers No. of parameter 

2014 VGG-16 16 layers  138 million 

2015 ResNet  34 layers 23 million  

2014 GoogleNet  22 layers 7 million 

 2016 Xception  71 layers ~26 million  

  DenseNet  121 layers  20 million 

 
Table 1 CNN architecture 

Some of the advantages of Optical Character Recognition 

 Quick data retrieval  
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 Easy to extract relevant data 

 Low cost for usage like copying, editing and so on 

 High accuracy to detect and recognize  

 Increase the storage capacity 

IV. DEEP NEURAL NETWORKS FOR TEXT DETECTION AND RECOGNITION 

Deep learning is a domain of study that aims to copy the functioning of human brains in order to process data and 
make decisions. Deep learning is also known as Deep Neural Network (DNN) or Deep Neural Learning. The deep learning model 
for Optical Character Recognition uses two types of neural network architecture. They are i)Convolutional Neural Network 
(CNN); ii)Artificial Neural Network (ANN). 

4.1  Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is a neural network which has three layers. They are: (i) Input layer, (ii)Hidden 
layer ;and (iii) Output layer.  

Optical Character Recognition (OCR) considers the optical image of a character as an input and provides the 
corresponding recognisable character as an output. The trained CNN is used to extract the features of the image. CNN classifiers 
along with other classifiers can be combined and give the best result for classification. That is, the accuracy and efficiency of the 
classification can be improved. The hidden layer uses the input to perform feed-forward and backpropagation in order to 
improve the accuracy and reduce the error rate. Convolutional Neural Network and Error Correcting Output Code (CNN 
+ECOC) where CNN for feature extraction and ECOC for classification are combined to obtain Optical Character Recognition. 
This method gives high accuracy for handwritten characters. It is trained and validated with NIST dataset [46]. 

4.2 Artificial Neural Network (ANN) 

Artificial Neural Network can be used to recognise the image with a single character and further include many 
characters for classification. The classification process can be done in two phases: i) Feature preprocessing - read each 
character and convert it into binary image and scan by all four sides (left, tp, right, bottom)  and ii) a) Training the neural 
network and b) Testing the neural network with the datasets. Here, the training sets are used to learn how to remove noise 
from the data [50]. 

4.3 Recurrent Neural Network (RNN) 

Recurrent Neural Network is based on the sequential form of data. Recurrent neural network is most suitable for the 
text classification which can recognize the whole sentence or sequential set of words. When the words or characters are in 
sequence, this recurrent neural network can predict the next word of the sequence. Hence handwritten characters can be 
predicted more accurately while using recurrent neural networks. To achieve the prediction accuracy, RNN does not require a 
dataset in the form of labelled data (need not be supervised learning). Recurrent neural networks are capable of working the 
temporal information.  The disadvantage of RNN is that it will raise the vanishing gradient problem. The training of datasets is 
more complex and hence more difficult. It is also difficult to process the long sequential characters. 

LEARNING RATE IN DEEP LEARNING ALGORITHM 

The learning rate refers to the number of times the images are trained. In deep learning neural networks, the 
Stochastic Gradient Descent is used. The learning rate refers to the parameters or hyperparameter which controls how many 
times the dataset is trained in order to reduce error rate and improve accuracy which improves the performance of the model. 
While training this dataset, backpropagation technique is used where the weights are updated each time in order to get better 
performance of the neural network model. This learning rate affects the performance of the model when it reaches the local 
minima. Hence, it is important to adjust the learning rate from high to low to slow down once the model reaches the optimal 
solution during training. 
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Figure 2 Process of CNN model 

V.    CHALLENGES IN TEXT DETECTION AND RECOGNITION 

1. A wide range of natural photos - Characters have different font-styles, sizes, and colours, as well as distinctive font 
alignment in the natural images. The language also varies depending on the state or country or even other region.  

2. Background complexity - Natural photographs' backgrounds may not be as distinct. The background comprises 
grasses, bricks, pebbles, and sign boards, making text identification more difficult.  

3. Factors influencing inference - Blurring, noise, and low resolution of input images are the    key inference variables. 
The photos may have blurred text that cannot be recognized and read the text accurately.  

4. Poor handwriting - Handwritten characters may not be clear due to various styles which may not be readable (since 
handwriting varies per individual).  

5. Size of characters - A person’s handwriting varies for every individual which is why some of the characters are not 
easily recognisable.  

6. Language identification - The text in traffic signs and advertising panels may be in different languages that are not 
known by foreigners. The artificially added text on an image like watermarks or subtitles are also difficult to 
recognize especially when they are in foreign language.  

7. The text in the videos are very difficult to read since the text is moving continuously at a particular speed. Some of 
these texts may or may not be clear which is very difficult to recognize accurately.   

VI.      DEEP LEARNING ALGORITHMS 

6.1   Convolutional Neural Network (CNN) 

To perform convolutional operations, CNNs process input by passing it through many layers and extracting features. 
The Rectified Linear Unit (ReLU) that outlasts to fix the feature map makes up the Convolutional Layer. These feature maps are 
rectified into the next feed using the pooling layer. Pooling is a down-sampled method which reduces the dimension of the 
feature map. The resulting 2-D arrays are made up of single, long, continuous, and linear vectors that have been flattened in the 
map. Fully-connected layer is the next layer, which takes a flattened matrix or 2-D array obtained from the pooling layer as an 
input and then classifies the image. 
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6.2  Long-Short Term Memory Networks(LSTMs) 

LSTMs are proven which outperforms the conventional recurrent neural networks and it suffers from the fading 
gradient problem, when modelling long-term dependencies. The CTC layer, which comes after the LSTM layers [figure 3], gives 
the feature sequences with the ground truth transcription during the training and decoding the LSTM layer’s outputs during 
evaluation to create the predicted transcription. From the start to finish, the system is taught through feeding the text lines, 
pictures and ground truth transcription (in UTF-8) [5]. 

 

Figure 3 CNN-BiLSTM architecture 

6.3   Recurrent Neural Networks (RNNs) 

Recurrent Neural Networks is mainly used for feed-forward techniques. RNN can work both parallelly and 
sequentially. During computation. A number of sequence learning challenges have been successfully solved using Recurrent 
Neural Networks (RNN) and RNN variations (Bi-directional LSTMs and MDLSTM). According to several studies, LSTM 
outperforms HMMs on such tasks. 

6.4   Generative Adversarial Networks (GANs) 

GANs are the form of neural network architecture which enables the deep learning models  to learn and capture the 
training data distribution, which provides the generation of new data instances based on these distributions. GANs are used for 
unsupervised machine learning to train the two models parallely. It gives the training data which is similar to the original data. 
A discriminator and a generator are often included in GANs [51].  

6.5   Multi-Layer Perceptron (MLPs) 

The MLPs is a supervised learning convolutional artificial neural network that reduces error by continuously 
computing and updating all the weights in the network. In the first phase, which is a feed-forwarding phase, the trained data is 
delivered to the output layer, after that the output and the desired targets (errors) are back-propagated to update the 
network’s weight in the next phase. The Adam optimiser was employed to improve the performance of MultiLayer Perceptron 
[22].  

Adam optimizer : Adam optimizer is an extension of stochastic gradient descent that uses deep learning applications 
for computer vision and Natural Language Processing (NLP). Adam optimizer is used to remove vanishing gradient problems. 
The computation time is faster and it requires only a few parameters for tuning.  
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6.6   Deep Belief Networks (DBNs) 

A Deep Belief Network (DBN) is a type of deep neural network (DNN) or a generative graphical model. The DBN is 
constructed with multiple layers of “hidden units” which are latent variables with the connections across the levels and not in 
between the units in each layer. DBN can be learned to probabilistically recreate the inputs without supervision when these are 
trained on the set of example datasets. Next, the DBN’s layers act as a feature for detection. Additionally, a DBN can be trained 
under supervision to categorize the text or object after completing the learning stage. To develop a Novel Q-ADBN for 
handwritten digit/character recognition, ADAE and Q-learning algorithms are introduced in Deep Belief Network [4]. 

6.7   Restricted Boltzmann Machines (RBMs) 

The Adaptive Deep Auto-encoder (ADAE) has been made up of numerous successively stacked RBMs, where the output 
of one RBM acts as the input of the next. Each RBN is treated as an encoder. The encoder uses unique code to recognise the text 
.ADAE’s hierarchical feature extraction technique is comparable to that of a human’s brain [4]. 

6.8   Autoencoders 

Autoencoders are the combination of Encoders and Decoders. It is mainly used to learn the compressed 
representations of the datasets. The Autoencoders should be trained in order to learn the fixed dimensional latent space 
representation of the given image, making them ideal for the feature extraction [6]. The output of the autoencoder network is 
the reconstruction of the input data which is more efficient.     

Related Works  

Referen
ce 

Proposed 
Algorithm 

Purpose Dataset Accuracy 

1 Convolutional Neural 
Network 

extract feature from raw images JEITA-HP  database  
Firemaker and IAM  
database 

99.97% 
91.81% 

2 Codebook model, 
Clustering, Bayesian classifier, 
Moore’s algorithm 

Feature generation and Feature 
selection, Classifiers using feature 
vectors 

IAM dataset 
  
AUT-FH dataset 

93.7% 
 
96.9% 

3 Convolutional Neural 
Network + XGradientBoost 

CNN - feature extraction 
XGBoost - Recognition and 
classification 

HECR 
(CNN+XGBoost) 

99.84% 

4 Q-ADBN 
ADAE 

extract features from original images 
using ADAE 

MNIST dataset 99.18% 

5 Convolutional Neural 
Network, 
Long Short Term Memory 
network 

feature extraction  
Increase the memory of RNN 

IFN/ENIT dataset 83% 

6 Convolutional Neural 
Network autoencoder + 
Support Vector Machine 

Feature extractor 
 Classify the images 

4600 MODI 
characters 

99.3% 

7 Convolutional Neural 
Network, 
Algebraic fusion of multiple 
classifier 

Feature extractor Multi-level fusion 
classifier 

MNIST dataset 98% 

8 Artificial Neural Network Classify and Recognize the text from USTB-Vid TEXT 85% 
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images dataset 

9 Artificial Neural Network Pre-processingSegmentation, Feature 
Extraction 

 95% 

10 Convolutional Neural 
Network 
 Recurrent Neural Network 
 Multidimensional Long-Short 
Term Memory Networks 

Feature Extractor 
Normalization and standardisation 
 

UPTI dataset 98.12% 

11 Convolutional Neural 
Network 

Feature Extractor NMIST dataset Testing Acc - 
98.85% 
 Training Acc - 
98.60% 

12 Convolutional Neural 
Network 

Extract the image  NIST dataset  86% 

13 Lexicon Convolutional Neural 
Network, 
Recurrent Neural Network 

Detect common words 
Extract and classify the images 

IAM dataset 99% 

14 Convolutional Neural 
Network 

recognize handwritten digits, 
characters 

‘hpl-tamil-iso-char’ 
dataset 

Training 
accuracy - 
95.16% 
Testing accuracy 
- 97.7% 

15 Deep Convolutional Neural 
Network 

to extract features from raw data CMATERdb dataset Digits - 99.13% 
Alphabets -
98.31% 
Characters -
98.18% 

16 Convolutional Neural 
Network 

recognize handwritten digits, 
characters 

BanglaLekha-
Isolated 
CMATERdb 
 ISI dataset 
 Mixed dataset 

95.71% 
98% 
96.81% 
 96.40% 

17 Deep Convolutional Neural 
Network 

to extract features from raw data Ancient Kanada 
documents 

92% 

18 Support Vector Machine, 
Linear Regression, 
K Nearest Neighbour, 
Random Forest, 
MultiNomial Bayes classifier 

Classification of images 
Classification and regression 
Classify discrete features 

IMDB 
SPAM dataset 

85.8% 
 
98.5% 

19 Recurrent Neural Network extract information IAM database 91.70% 

20 Convolutional Neural 
Network, 
 Bi-Long Short Term Memory 
networks 

extract local features 
extract global features 

Chinese Wikipedia 
datasets 

78% 
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21 Deep learning technology Image Preprocessing, Symbol 
detection,  
Text recognition 

P&ID symbol dataset 97.89% 

22 Linear Regression, 
Long Short Term Memory 
networks, 
MultiLayer Perceptron, 
Decision Tree 

Extract features  
Classify and classify the images 

Twitter and Non-
Twitter datasets 

LR- 99.80% 
LSVM- 99.78% 
MLP- 99.12% 
DT - 99.74% 

23 Support Vector Machine Sign recognition PSL dataset 80-90% 

24 K Nearest Neighbour, 
Random Forest, 
Naive Bayes, 
Support Vector Machine 

Text filtering Protein dataset KNN - 98.6% 
RF - 98.5% 
NB- 96.42% 
SVM- 97.38% 

25 Artificial Neural Network 
 Random Forest, 
K Nearest Neighbor, 

Pattern recognition, Image 
classification 
Clustering 

Sensor-based SL 
dataset 

ANN -99%  
 RF - 99%  
 K-NN - 98.5%  

26 Extreme learning machine 
(Single hidden layer 
feedforward neural network) 

Uniform random initialization, Xavier 
initialization,ReLU initialization, 
Orthogonal initialization 

ISI-kolkata Odai 
numerical, ISI-
kolkata 
 Bangla numerical 
NIT-RKL 
Bangla Numerical 

96.65%,  
 96.65% 
96.89%  
97.75% 

27 CAPTCHA  
Convolutional Neural 
Network 

Breaking process and framework CASIA-HWDB 
dataset 

99.84% 

28 Extreme Deep Convolutional 
Neural Networks, 
Deep Neural Networks, 
Linear Regression 

Regularization , Normalization and 
Binarization 

SDH2019.2 , 
MNIST dataset 

98.85% 

29 Supervised Machine Learning, 
Support Vector Machine 

Preprocessing and feature extraction 
from images 

KVIS Thai OCR 
Dataset 

74.32% 

30 Convolutional Neural 
Network 

Character recognition and feature 
extraction 

Devanagari 
handwritten 
character dataset 

93.73% 

31 Convolutional Neural 
Network 

Pre-processing,  
Character segmentation, 
Recognition 

Devanagari 
handwritten 
character dataset 

98.47% 

32 SEG-WI Normalization, max-pooling IAM 
CVL 
IFN/ENIT 
Devanagari 

97.27% 
99.35% 
98.24% 
87.24% 

33 Beta-elliptic model,  
Codebook implementation 
model 

Feature selection,  
 feature extraction  
 feature generation 

IFN/ENIT dataset 90.02% 
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34 Sliding Convolutional Neural 
Network, 
Slice Convolutional Neural 
Network 

Dataset Collection and Annotation 
Text recognition 

ShopSign dataset 85% 

35 Faster R Convolutional Neural 
Network , RRecurrent Neural 
Network,  
Tree Shaped Deep Neural 
Network 

Dataset Preparation for Detection, 
Custom Feature, 
Evaluation Prediction, 
 Ligature Recognition 

SDAi dataset 95.20% 

36 Novel Hybrid network,  
BoF framework, HMMs, K-
means clustering 

Pre-processing,  
Feature Extraction, Classification, 
Overlapping 

P-KHATT dataset 99.95% 

37 Encoder- Decoder,  
Convolutional Neural 
Network, 
Bi-Long Short Term Memory 
networks 

Decoding mechanism 
 Feature extraction 
Sequence analysis 

SVT 
IIIT5K 
IC03 
IC13 

84.5% 
85.4% 
91.9% 
91%  

38 C Recurrent Neural Network,  
deep Bi-Recurrent Neural 
Network, Connectionist 
Temporal Classification 

Fine-tune the Bi-Long Short Term 
Memory networks,  
Sequence Labelling, Transcription, 
Network Training 

IIIT5K 
SVT 
IC03 
IC13 

81.2% 
82.7% 
91.9% 
89.6% 

39 Deep Convolutional Neural 
Network 

Pre-processing,  
Character classification 
Training from scratch,  
Feature extractor, 
Fine-tune the CNN 

OIHACDB, AHCD 98.86% 
99.98% 

40 R Convolutional Neural 
Network 
 ATR-Deep Convolutional 
Neural Network 

Relaxation Convolution,  
 Alternate Training 

MNIST dataset ATR-CNN - Error 
rate : 
0.254±0.014 

  
Table 2 Methods used for text detection and recognition  (A Literature Review) 

VII.      CONCLUSION AND FUTURE SCOPE  

Deep learning has a great learning ability and can only benefit from the conclusion, scalar transformation, and background 
switches. In recent years, deep learning-based detection techniques have become a popular study topic. This study presents a 
comprehensive overview of deep learning-based      detection and recognition strategies that may tackle a variety of sub-
problems, such as occlusion, clustering, and lower resolution, using multiple Deep Neural Network methodology (DNNs). The 
review in this study is based on text detection from handwritten characters using CNN architecture. The study then goes 
through object detection, face detection, and other types of detection. This review can be applied to advanced discoveries in 
neural networks and other comparable systems that use deep learning for any detection and classification , and it provides 
useful and crucial guidelines for future improvement. In the future, Optical Character Recognition will play a  vital role to find a 
way to digitise the words and numbers in physically written text and characters in different languages. 
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