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Abstract - Plant diseases can lower the quality and 
output of agricultural products. For the sake of the health 
and wellness of the entire globe, it is crucial to identify plant 
illnesses as soon as possible. Automatic plant disease 
detection is a growing area of research. Identifying plant 
diseases that will minimize crop loss and hence boost 
production efficiency is the primary objective of this work. 
This paper suggests a method for identifying plant leaf 
diseases and taking preventative action in the agriculture 
sector utilizing image processing and well-known 
convolutional neural network (CNN) models, AlexNet. First, 
this method is used to examine the signs of a sick leaf using 
images from Kaggle Plant Dataset. Following that, dataset 
images are subjected to feature extraction and classification 
using AlexNet to detect leaf diseases. In order to give a 
preventative measures strategy for the discovered leaf 
diseases and to develop a thorough understanding of plant 
health, a graphical interface provided. The suggested 
approach outperforms conventional and end-to-end CNN-
based approaches, demonstrating a considerable increase in 
processing speed and discriminative power. 

Key Words:  Disease Detection, Plant Leaf, CNN, 
AlexNet, Preventive Measures 

1. INTRODUCTION  

One of the most significant areas of the Indian economy is 
agriculture. It serves as the foundation for the nation's 
progress. Finding plant diseases is one of the biggest 
issues the agriculture industry has to deal with. In the 
past, knowledgeable individuals would identify diseases. It 
is exceedingly challenging for farmers to get in touch with 
professionals in isolated places. One of the main causes of 
plant diseases is climate change. In big farms, there is a 
significant loss in agricultural output if the illness is not 
identified at the appropriate time. Since they can't 
precisely view the farmer's issue at the service Centre, 
they occasionally advise farmers on plant diseases in the 
wrong way. The crop can be destroyed as a result of this. 
Any illness that occurs naturally can have detrimental 
impacts on grains and vegetables as well as eventually 
lower production, product quality, and output. In order to 
reduce agricultural erosion, appropriate categorization 
and diagnosis of leaf disease may be vital. Different   grains   
and Vegetable leaves have various illnesses, including 
bacterial, fungal, and viral ones. A very effective method 
for identifying illness signs employing expertise and 

scientific knowledge must be developed. If the image 
features are not picked carefully, even the most 
sophisticated machine-learning classifier will deliver a 
poor classification performance. For real-world 
applications, finding significant and discriminative traits is 
a difficult issue. Additionally, as pictures are collected in a 
variety of lighting situations, it is important for the 
extracted features to be resistant against noise and 
invariant to multiple transformations (such as scale, 
rotation, and illumination conditions). Recent deep 
learning algorithms are mostly utilized for pattern 
recognition since they have successfully been used to 
distinguish between various outlines. DL makes feature 
extraction automated. The DL delivers a high accuracy rate 
in the classification job and, when compared to other 
conventional machine learning methods, decreases error 
rate and computational time.    

      For this work, the initial collection of images of crop 
leaves is made using Kaggle datasets. A standard digital 
camera or a high-resolution camera on a mobile phone 
might be used to take the pictures. The gathered leaves are 
subjected to image processing. On plant leaves, several 
image processing techniques are used, including 
acquisition, preprocessing, restoration, segmentation, 
augmentation, feature extraction, and classification. These 
images may be transformed into aligned structures using 
image augmentation techniques like flipping, cropping, 
and rotation, and other features like portion, color 
information, or borders can be tracked in the image. In 
this study, convolutional neural network (CNN) models 
like AlexNet, which are various classification 
methodologies being used. Images of healthy and ill leaves 
are categorized by AlexNet, and the numerous leaf 
diseases are identified. In addition, many of the 
technologies presently in use in agriculture field can 
identify some plant leaf diseases but do not offer a 
strategy for taking preventative action. 

          Due to this, the system suggested in this research 
uses a graphical user interface to both detect disorders 
and offer a preventative action. The major summary of the 
suggested framework is provided by the contributions 
below: In order to diagnose diseases, we first use image 
processing techniques on leaf datasets. Second, we use the 
AlexNet architectures to categorize the processed leaf 
images. Thirdly, the accuracy of the categorization of all 
leaf diseases is examined in this work. We examine and 
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create the graphical layout for illness identification with 
preventative measures in the final step. Numerous 
computational techniques have been created in the field of 
modern agriculture to assist farmers in detecting plant 
illnesses and monitoring the healthy development of their 
crops. The identification of plants, leaves, and stems as 
well as the knowledge of diseases, their occurrence rate, 
and their symptoms are therefore essential for the 
effective growth of plants. Thus, there is space to work on 
the creation of cutting-edge, effective, and quick 
interpretive algorithms that will aid in the detection of 
illnesses. The suggested technique uses software to 
automatically identify and calculate textural data for plant 
leaf diseases. 

2. RELATED WORK 

Identifying plant diseases has largely been conducted in 
the early stages using various machine learning 
techniques. The following steps are generally followed by 
all systems. Digital cameras are first used to capture the 
photographs. The photos are then preprocessed using 
several preprocessing methods. Then, the experts take the 
crucial elements out of those images, and the classifier 
uses those features as inputs. Here, the method of image 
processing and feature extraction is what determines the 
classification accuracy. It takes a long time and is really 
difficult. 

     There is discussion of current trends in the use of CNN 
and deep learning architectures in agricultural 
applications. [1] Focuses to identify and categorize various 
plant diseases, the authors present the Convolutional 
Neural Network (CNN) model.This CNN combines with 
Machine Learning SVM for feature extraction and 
classification. So it requires more time for processing and 
exhibit less accuracy. In [2] this research, we explore 
image processing techniques for the identification and 
classification of leaf plant diseases that benefit 
agriculturalists working in the sector of agriculture. There 
are several phases included in it, including image 
acquisition, image processing, segmentation, feature 
extraction, and classification. The specific researchers 
made incorrect diagnoses and classifications of plant 
illnesses using various computations and frameworks. In 
[3]  identifying plants, leaves, and stems as well as 
learning about illnesses, their prevalence, and their 
symptoms is essential for successful plant cultivation. 
Therefore, there is room to concentrate on creating novel, 
effective, and quick interpretive algorithms that will aid in 
illness detection. A software system for the automatic 
identification and computation of textural statistics for 
plant leaf diseases is the proposed system. In [6] using 
image processing and two well-known convolutional 
neural network (CNN) models as AlexNet and ResNet-50, 
the article suggests plants leaf disease diagnosis and 
preventive measures technique in the agricultural field. 
First, this method is used to examine the signs of sick 

leaves for Kaggle datasets of potato and tomato leaves. 
Then, using AlexNet and ResNet50 models together with 
image processing, the feature extraction and classification 
process is carried out on dataset images to identify leaf 
illnesses. The testing findings demonstrate the 
effectiveness of the suggested strategy, which achieves an 
overall accuracy of 97 and 96.1 percent. In Paper [7] uses 
EfficientNet and DenseNet, two Deep Convolutional Neural 
Network models, to detect apple plant diseases from 
photos of apple plant leaves and correctly classify them 
into four categories. Included in the categories are 
"healthy," "scab," "rust," and "many illnesses." In this 
study, the dataset for apple leaf disease is enhanced 
utilizing image annotation and data augmentation 
techniques, specifically Canny Edge Detection, Blurring, 
and Flipping. Based on an expanded dataset, models using 
EfficientNetB7 and Dense Net are suggested, providing 
accuracy of 99.8% and 99.75%, respectively, and 
addressing convolutional neural network drawbacks. To 
create even more precise and reliable models, stacking, 
ensembling, and strong validation procedures might be 
used.  

The suggested CNN model in [8] aims to distinguish 
between fruit and leaf types that are healthy and those 
that have common citrus illnesses like black spot, canker, 
scab, greening, and Melanose. By combining multiple 
layers, the proposed CNN model captures complementing 
discriminative characteristics. On the Citrus and Plant 
Village datasets, the CNN model was compared to other 
cutting-edge deep learning methods. The CNN Model 
performs better than the rivals in a number of measuring 
measures, according to the testing data. With a test 
accuracy of 94.55 percent, the CNN Model is a useful tool 
for farmers who want to characterize citrus fruit/leaf 
illnesses. With a single dataset in a single domain, 
is performed on citrus fruit/leaf disease identification, but 
for more domains requires research. 

3. PROPOSED METHODOLOGY 

    The suggested framework for detecting leaf disease and 
taking preventive action. The fundamentals of the 
suggested technique with leaf image gathering are 
illustrated in this framework.  

1. Images of leaves were extracted from the Kaggle 
dataset. On a dataset of leaf images, image processing 
methods such as image preprocessing, image 
augmentation, feature extraction, conversion to an 
array format, feature selection, and classification are 
used.  

2. A training set and a testing set are created from the 
dataset. 

3. The dataset image is trained, and data is then 
extracted using a deep learning approach. Using CNN 
topologies like AlexNet, this research proposes a 
method for detecting leaf illnesses.  



          International Research Journal of Engineering and Technology (IRJET)   e-ISSN: 2395-0056 

                Volume: 09 Issue: 07 | July 2022                www.irjet.net                                                             p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2822 
 

4. Additionally, a plan for leaf disease prevention has 
been devised.  
 

The following steps are controlled step by step by the 
suggested approach to detect leaf diseases indicated in 
Fig-1. 

 
Fig-1: Overview of the Proposed System 

4. IMPLEMENTATION 

4.1 Leaf Image Dataset 

The importance of using quantitative or qualitative 
datasets to support field study performance, data 
preference, or research integrity cannot be overstated. 
However, a high resolution digital camera or a smart 
camera can be used to capture leaf photos for databases. 
For our investigation of the effectiveness of our research, 
we have taken leaf photos from samples in the Kaggle 
dataset shown in the below fig-2, which includes both 
healthy and diseased leaf images. This dataset includes 
pictures of common plant illnesses among its 54323 
images of leaves from 38 distinct kinds of plants. Since 
colored photos provide more accuracy than grayscale 
photographs, all of the images utilized in this work are 
colored images.  

    The training and testing sets are created by randomly 
dividing the total dataset. The model is trained using the 
training set. These sets are typically divided into portions 
of 60 % to 40 %, 80% to 20 %, etc. The training dataset 
can be expanded to include more images to produce the 
most accurate results. In this study, the model is trained 

on 80% of the dataset, with the remaining 20% used for 
testing. 

Fig-2:  

a)Apple___Apple_scab,b)Cherry_(including_sour)___Powde
ry_mildew,c)Corn_(maize)___Common_rust,d)Grape___Blac
k_rot,e)Orange___Haunglongbing_(Citrus_greening),f)Peac
h___healthy,g)Potato___Early_blight,h)Strawberry___Leaf_s
corch,i) Tomato___Early_blight 

4.2 Dataset Preprocessing 

To improve the quality of the leaf images and remove any 
undesirable elements, the pre-processing technique is 
required. Where it converts raw input leaf image datasets 
into suitable process datasets format. Phases of these 
procedures include data cleansing, integration, reduction, 
and transformation. It controls the missing data, corrects 
the inconsistent data, and removes the unwanted 
distortion during the data cleaning step. In leaf image 
datasets, diverse and heterogeneous data, as well as data 
redundancy, are typical situations of data retrieval 
procedures that must be resolved in order to organize an 
uniform representation of the data. To improve the speed 

and effectiveness of image processing, a significant 
amount of data is removed during the data reduction 
process.  

       To reduce the dependability of the attributes in the 
data assessment structures and units for data image 
conversion, the operations of data transformation execute 
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the data smoothing, aggregation, feature construction, 
normalization, and discretization. For training datasets 
and testing datasets analysis, these leaf image datasets are 
scaled and transformed into 256*256 dimension. Pre-
processing techniques can be used to prepare datasets for 
identifying leaf diseases using databases of leaf images. 
Converting a NumPy array with a range of 0 to 255 to a 
float tensor with a range of 0 to 1 is what it means to 
"transform the dataset into tensor data type." The dataset 
is normalized in order to do a mean and standard 
deviation calculation. This is done to each image in the 
collection. 

4.3 Dataset Augmentation 

To accurately diagnose leaf disease, augmentation is 
required to modify and facilitate the display of the leaf 
image. To reduce the risk of over-fitting and to improve 
the model's simplicity, the training and testing leaf image 
datasets are expanded. The original leaf picture collection 
is resized using flipping, cropping, and rotating 
procedures, and the leaf images are converted into RGB 
using color transformation technology, all as part of the 
augmentation process. However, in order to preserve the 
balanced quality and amount of images in the healthy and 
unhealthy leaf datasets, augmented leaf images were 
developed.  

4.4 Model Building 

In this study, feature extraction and classification are both 
carried out using a pre-trained AlexNet. The big dataset 
named ImageNet, which comprises 14 million photos, has 
already been used to train the AlexNet in this case. 

4.4.1 AlexNet 

The CNN Architecture is a collection of unique layers that, 
with the aid of a differentiable function, convert input 
volume into output volume. The first convolutional 
network to employ a GPU to improve performance was 
AlexNet. Five convolutional layers, three max-pooling 
layers, two normalization layers, two fully connected 
layers, and one softmax layer make up the AlexNet 
architecture shown in the fig-3 . Nonlinear activation 
function ReLU and convolutional filters make up each 
convolutional layer. Max pooling is carried out using the 
pooling layers. Because completely connected layers are 
present, input size is fixed. The input size is typically 
stated as 224x224x3, however because of padding, it 
actually comes out to be 227x227x3.There are 60 million 
parameters in AlexNet. 

The model was tweaked with particular information: 

• The activation function ReLU is being used. 
• Made use of no longer common normalization 

layers 

• 128-piece batch size 
• SGD Momentum as an algorithm for learning 
• Extensive data augmentation, including jittering, 

cropping, flipping, color correction, etc. 
• Assembling models for the best outcomes. 

 

Fig-3: AlexNet Architecture 

Convolution, numerous pooling layers, the Rectified Linear 
Unit (ReLu), normalization layers, and a dense layer for 
prediction will be used to develop a Convolution Neural 
Network (CNN) model that has already been trained on 
AlexNet. The image is initially resized to 227*227.Next, the 
first convolution layer receives the image.96 kernels of 
11x11 pixels are applied in the first layer. These kernels 
identify various image edges. The image is then passed on 
to the second convolution layer, where 256 kernels of size 
5*5 are used. The maxpooling layer then uses 3*3 pooling 
with each kernel function to minimize the image size. Until 
the input size is 3*3 with 256 kernels, this will be 
repeated. Finally, 4096 neurons were used to build the 
two fully connected layers. The connections between each 
neuron are extensive. According to the classes in our 
dataset, the final layer's 1000 classes are broken down 
into 38 classes. 

After all convolution layer and the final two fully 
connected layers, a non-linear, non-saturating activation 
function called ReLu is used. The speed is increased. To 
address the over fitting, the dropout is added to the 
network. The dropout will enhance network performance 
during the testing phase. This model makes advantage of 
batch normalization to boost speed, performance, and 
neural network stability shown in the fig-4. 
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Fig-4:  Parameters of AlexNet Architecture 

4.5 Feature Extraction 

Each of the network's convolutional layers serves as a 
feature extractor. The Tensoflow, AlexNet model is divided 
into a stage for feature extraction and another for 
classification. The classifier is made up of fully connected 
layers, while the feature extractor is made up of 
convolutional layers. The crucial features are extracted 
from the input by the convolutional layer. Edges, lines, and 
corners are low-level features that are extracted by the 
first convolution layer. Higher-level layers get higher-level 
features out of the data. The base learning rate, 
momentum, and batch size are the hyper parameters that 
are utilized in the AlexNet architecture. This hyper 
parameter describes the network's hierarchical structure 
and training process.  

4.6 Classification 

To categorize the class of leaf illnesses, the classification-
based CNN model in the image processing system uses 
trained data and test data of leaf pictures. The model is 
prepared to classify any unlabeled plant photos once the 
training procedure is complete. The model receives an 
image as input, compares it to images used for training 
and testing, and outputs both the plant name and the 
disease name. If the plant species is included in the dataset 
and the model has been successfully trained, the model 
can detect the illness. The test image and trained model 
are compared after effective training and preprocessing in 
order to identify the disease. 

 

4.7 Graphical Layout of Preventive Measures 

The user's graphical layout shown in fig-5 is created in 
such a way application of the leaf disease classification can 
display the message of leaf disease and provide preventive 
measures for a rich knowledge of plant health to farmer. 
This graphical interface is created using JavaScript which 
provides interface for the Deep learning model AlexNet. 
For the farmers, there are two interfaces. For the uploaded 
photos, one is utilized to display the disease and the 
precautions. Other interfaces show the disease detection 
accuracy for the given image, interpreting the percentage 
of disease classification accuracy. 

                                 
Fig-5:  Graphical Layout 

5. EXPERIMENTAL RESULTS DISCUSSION AND     
OBSERVATION 

A set of experiments was conducted on a dataset that 
included two categories of healthy and unhealthy leaf 
images to represent the performance of the experiments. 
60% of the leaf images were used for the training dataset, 
and the remaining 40% were used for the testing dataset. 
For the purpose of classifying and identifying leaf diseases, 
gathered image datasets are subjected to deep learning 
architectures such as AlexNet. 25 epochs were used, and 
the batch size was set to 64. To gauge the model's 
precision, 40% of the photos from the Plant Village dataset 
were used. 40% of the images in each class were chosen at 
random to be tested. The correctness of the testing dataset 
is greater than 98.9% as shown in the fig-6. In other 
words, 97 out of 100 input photos were correctly 
classified. Accuracy increases along with increasing the 
training dataset and epoch. The model's accuracy is at its 
highest, 98.9%, at the 10th epoch. 
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Fig-6:  Accuracy Prediction 

The loss for the model's generated by training and 
Validation graphs is displayed in the fig-7 below. As the 
epoch gets bigger, the loss gradually decreases. When 
opposed to training loss, validation loss is less. The 
model's loss is at its lowest, 20%, at the 25th epoch. 

 

Fig-7: Training and Validation loss 

The JavaScript web application framework offers a variety 
of tools for building java web applications. With the help of 
the JavaScript displayed web application is developed 
shown in fig-8. 

 
Fig-8: Home Page 

On this webpage, there are two radio buttons that are 
denoted by tensor flow, and the PyTorch user must choose 
one of them. One utilizes PyTorch to forecast while 
another uses Tensor Flow in the backend. There are two 
buttons on this website, upload and choose files buttons. 
The pictures are taken with a phone camera or a regular 
camera, and they may be downloaded and posted via the 

internet. The photographs should be in the.jpg format and 
should be in color. The following page, which shows the 
predictions for the uploaded image, will be redirected 
after the photographs have been uploaded as shown in the 
fig-8. 

Along with the disease term, an image is displayed. Here, 
you have the option of simultaneously uploading one or 
more photographs. The user's graphical layout is created 
in such a way after the application of the leaf disease 
classification system that it can display the message of leaf 
disease and provide preventive measures for a rich 
knowledge of plant health to farmer. 

As depicted in the fig-9, when the image is provided by the 
user, it has predicted tomato early blight as disease and 
offers control strategies for that disease. 

 

Fig-9: Prediction Page 

The other interface, denoted by the PyTorch radio button, 
is in charge of understanding the percentage of illness 
classification accuracy and displaying the disease 
detection accuracy for the provided image. 

When an image is uploaded, accuracy is displayed as a 
graph with the name of the disease, as shown in the fig-10 

                                     Fig-10: Accuracy Page  
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6. CONCLUSIONS 

One of the most significant areas of the Indian economy is 
agriculture. The ability to predict agricultural diseases is 
crucial for any nation's economy to grow. The suggested 
method classifies the various plant diseases included in 
the Plant Village dataset using a CNN model. The AlexNet 
architecture will classify the numerous plant diseases into 
38 different distinct classes. Data pre-processing, 
augmentation, and data extraction operations are used on 
leaf datasets from Kaggle to look at the signs of diseased 
leaves. Additionally, this system uses the 
AlexNet   architectures to classify the processed leaf 
images. The overall categorization accuracy of leaf 
diseases is also examined in this work. For which this 
approach has a better accuracy estimated from the 
AlexNet model of 98.9%. The graphical structure for leaf 
disease diagnosis with preventative measures can 
therefore be demonstrated. On this suggested system, 
alternative learning rates could be explored in the future. 
The suggested system can be further improved by 
including new features like the location of stores near the 
user, a list of pesticides and fertilizers, real-time 
communication with agricultural specialists through chat 
or video conference, etc. 
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