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Abstract - Gastric Cancer is one of the most widely 
reported problem in the world causing high modality rates 
in the recent times. Gastroscopy is one of the efficient 
methods that is widely used to analyze the gastric problems. 
The advent technology of deep learning helps the doctor to 
assist in detecting the gastric cancer in the early stages. The 
performance of the existing methods in detecting gastric 
cancer from the images are not so high and consuming 
longer times. This paper proposes a novel deep learning 
frame work that can be used to detect gastric cancer from 
the gastric slice images. The proposed methos is based on 
patch-based analysis of the given input image. Specifically, 
the model selects and extracts the features from the images 
in training phase and evaluates the true risk of the patients. 
This is one of the novel contributions of the proposed work. 
The Bag-of-features techniques will be applied on the 
extracted features in the proposed network for the selected 
patches for better analysis. Experimental results prove that 
the proposed framework is able to detect the gastric cancer 
from the images effectively and efficiently. The model is 
robust enough to detect the minute lesions that can cause 
the gastric tumor in the further stages. The dataset used in 
this analysis is publicly available and the results achieved by 
this model are higher than the other models that use the 
same dataset. The proposed framework is also compared 
with existing frameworks, giving the accuracy scores higher 
for the proposed model. 
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1.INTRODUCTION  

This Stomach cancer, often known as Gastric Cancer(GC), is a 
type of cancer. When cells in the stomach's lining grow out of 
control, they develop into tumours that can infiltrate healthy 
tissues and spread to other regions of the body. Global data 
show that GC is the second most common cause of cancer-
related fatalities and the fourth most prevalent malignancy 
worldwide [1]. Environmental and genetic factors, among 
others, play a complex role in the onset and development of 
GC, and their effects on these processes have not yet been 
fully understood. Even after receiving a full course of 
treatment that includes surgery, chemotherapy, and 
radiotherapy, the five-year survival percentage for advanced 
GC is still less than 30% [2], whereas the five-year survival 
rate for early GC can be over 90%, sometimes even having a 
curative impact [3]. The incidence and development of GC is 
a complicated process involving numerous mechanisms, 

steps, and stages. There are several transitional phases that 
includes the precancerous state namely "Normal gastric 
mucosa - chronic non-atrophic gastritis - atrophic gastritis - 
intestinal metaplasia - dysplasia - gastric cancer," as per the 
observations of Correa's current more widely accepted 
pattern of human GC [4]. Atrophic gastritis (AG) and 
intestinal metaplasia (IM) are two conditions that are 
thought to be precancerous lesions that are strongly linked 
to GC [5]. If not treated in a timely manner, AG and IM have a 
higher chance of turning into GC. For the prevention and 
treatment of GC, their early detection and prompt treatment 
have significant practical implications.  

Examination of GC could be done with the help of various 
sources namely imaging tests, pathological images and 
endoscopy. To initiate with, stomach cancer has to be 
detected successfully via endoscopy. The surface structure 
can be precisely analysed by image-enhanced endoscopic 
techniques including narrow-band imaging [6] and linked 
colour imaging [7]. According to the studies, the precision of 
gastrointestinal tumour diagnosis [8] could be augmented by 
the deployment of endoscopic techniques. However, there is 
a research which has stated that even endoscopy 
examinations lead to still missed 10% of upper 
gastrointestinal malignancies [9]. There would be missed 
diagnoses in an endoscopic unit even if two experts 
participated [10]. The cause was that accurate gastroscopy 
image diagnosis requires years of practise to develop. 
Second, the gold standard for tumour diagnosis is 
histological image recognition. Diagnostic mistakes and a 
heavy workload for pathologists have been brought on by 
the dearth of pathologists [11]. Last but not least, imaging 
tests are crucial in assessing the lymph node metastases of 
stomach cancer. The primary focus of an imaging evaluation 
is on the morphological characteristics of the lesions. For 
instance, the perigastric adipose tissue is so dense that it 
resembles lymph nodes. Doctors may make errors in 
diagnosis due to inexperience and missing diagnoses. The 
accuracy of the diagnosis will eventually decline, particularly 
when there are several cases [12]. 

Artificial intelligence (AI) is exploding in the field of 
medicine due to the growing demand for detection, 
categorization, and segmentation or delineation of margins 
that is more accurate. After various findings in this recent 
scenarios, the universal ground truth is that the AI makes the 
machines to think as humans. One of the most crucial 
components of AI is machine learning. Deep learning is more 
accurate and flexible than standard machine learning 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 07 | July 2022              www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2721 
 

techniques like support vector machines and Bayesian 
networks, and it is also easier to adapt to other fields and 
applications. Although AI-based technologies have shown 
impressive outcomes in the medical field, they have not been 
widely used in clinics. The main reasons are due to the 
unique feature of the black-box technique, as well as other 
factors including high computing costs. It results from the 
inability to clearly represent the knowledge for a particular 
task that is been carried out by a deep learning model, 
despite the existence of the underlying statistical principles. 
Simpler AI techniques, such as linear regression and decision 
trees, are self-explanatory since the model parameters allow 
one to visualise the classification decision border in a few 
dimensions. However, they do not possess the complexity 
needed for activities like classifying 3D and the majority of 
2D medical images. Trust could be built among the patients 
only when the medical diagnosis done by the doctor is found 
to be open, clear, and explicable. It should ideally be able to 
fully explain to all parties concerned the reasoning behind a 
certain choice. Deploying deep learning models in the 
healthcare sectors is a challenging task as the black box 
models needs more interpretations. A model in AI needs to 
act as an aid for the medical professionals and in addition it 
also should permit the human expert to review the choices 
and exercise judgement. It has been understood from 
various articles that AI is used in various applications. This 
has drastically changed over the past ten years as a result of 
advancements in machine learning (ML) and the broad 
industrial adoption of ML, which were made possible by 
more potent machines, better learning algorithms, and 
easier access to enormous amounts of data [13]. Deep 
Learning techniques [14] began to rule accuracy metrics 
around 2012, through which better results are obtained 
within the stipulated time. As a result, many real-world 
issues are now being solved using machine learning models 
in a variety of industries, from fashion, education and finance 
[15] to medicine and healthcare. Explainability is essential 
for the safe and trustworthy use of artificial intelligence (AI) 
and a vital facilitator for its practical application. By 
dispelling misconceptions about artificial intelligence (AI), 
end users can develop trust by seeing what a model 
considered while making a choice. For users who do not use 
deep learning, such as the majority of medical professionals, 
it is even more crucial to display the domain-specific 
attributes used in the conclusion. Machine learning 
algorithms' output and outcomes can now be understood 
and trusted by human users when those are obtained 
through a set of procedures and techniques known as 
explainable artificial intelligence (XAI). An AI model, its 
anticipated effects, and potential biases are all described in 
terms of explainable AI. It contributes to defining model 
correctness, fairness, transparency, and outcomes in 
decision-making supported by AI. When putting AI models 
into production, a business must first establish trust and 
confidence.  A model to be established could adopt a suitable 
approach to the development of AI by the deployment of AI 
explainability. 

2. SHAP ANALYSIS 

The (SHapley Additive exPlanation) SHAP analysis 
framework is adopted in the proposed framework because of 
its diversified properties. In this framework, the prediction 
variability is distributed among covariates that are available; 
the contribution of explanatory variable prediction at each 
point is assessed as the underlying model. The SHAP analysis 
results the Shapley values demonstrating the model 
predictions as the binary variable linear combination that 
describes the presence of the covariate in the proposed 
model or not. The SHAP algorithm estimates the prediction 
p(x) with the p(x’), linear function of binary variables where 
z belongs to {0,1}N and the quantities belong to real number, 
defined in (1) 

                                     (1) 

Here N is the count of explanatory variables. 

(2) shows that the properties of the local accuracy, 
consistency and missingness obtained at each variable, 

     (2) 

The function f in the proposed model, x is the available 
variable and x’ will be the selected variable. The Shapley 
variables differ in the mean at the ith variable.  

3. CONCLUSIONS 

In this study, a novel deep learning framework is presented 
for detection of Gastric Cancer. In this framework different 
architectures were adopted at both shallow and deep layers 
i.e., MSN-module and In-Net module. The proposed 
framework is evaluated on BOT Gastric dataset and the 
results obtained shows that the model is robust and 
effective. The model also outperforms well existed 
frameworks with fewer number of the layers. The Average-
Classification Accuracy of the model at pixel level is 99.82%. 
This work can be improved further by integrating White 
Light Endoscopic images-based prediction and the H&E-
stained images for finer and early predictions at the root 
levels of the tumor. 
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