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Abstract— The introduction of an SDN-NFV ecosystem has 
created a general paradigm shift in telecommunications 
architecture from protocols to Application Programming 
Interfaces (APIs) and from ‘boxes’ to functions. This is 
delivering ‘Softwarised Networks’ targeted at lowering the 
cost of network and service operations and ultimately 
introducing higher flexibility. The collaborative use of SDN 
and NFV results in the virtualisation of network security 
functions and deployment of these as virtual security 
network functions (VSNFs) in commodity servers, thus 
reducing costs as well as enabling faster development and 
innovations. VSNFs such as IDS, firewall, DPI etc. can reside 
as applications in the SDN-NFV architecture. An important 
problem discussed in the literature is the issue of where to 
place these functions in the network. When placing these 
network security functions, objectives such as cost, delay, 
proficient use of network resources, network load, energy 
consumption, network security requirements etc, must be 
taken into account when placing the security functions, This 
paper presents a comprehensive survey of the placement of 
VSNFs in the SDN-NFV ecosystem by critically analysing the 
state-of-art solutions, identifying open research problems 
and making suggestions for insights to solve the identified 
placement problems  
  

Index Terms— Software-Defined Networking (SDN), 
Network Function Virtualisation (NFV), Virtual 
Security Network Function (VSNF)  
  

1. INTRODUCTION  
  

1.1 Background Information 
According to an Ericsson Mobility report, approximately 3.5 
billion 5G subscriptions are forecasted by the end of 2026 
[1]. By the end of 2022, the Business To Business (B2B) IoT 
market will surpass US$500 billion, according to Bain and 
Company estimates [2] and the overall IoT spending is 
expected to reach US$726.5 billion at the end of 2022 based 
on data from IDC Forecasts Worldwide Technology [3]. The 
subsequent cost to organisation and economies is 
substantial and growing. The deployment of 5G network 
presents an opportunity for telecom operators to tap into 

the above mentioned new revenue streams emerging from 
the digitalisation of industries according to an Ericsson 
report. It is estimated that 24 billion devices will be 
interconnected by 2050 which means almost every object 
around us [1]. The data generated by these IoT devices are 
immensely high and will continue to rise on an 
unprecedented scale. This results in challenges in flow 
management, resource allocation and in particular security 
concerns. Organisations are investing immensely toward 
security capabilities that are failing to deliver the greatest 
efficiency and effectiveness. According to 
Accenture/Ponemon Institute report [4] (The Cost of 
Cybercrime) the average cost of cybercrime per 
organisation rose by more than $1m to reach $13m in the 
past three years. It is indeed clear that the current network 
security systems are not coping and will not cope with the 
future networks that are going to be softwarised and 
programmable. It therefore gives impetus to the need to 
research into new network security systems that will 
curtail revenue leakages.  

1.2. Definitions of VSNFs and the Objectives of this Survey 
Paper 

1.2.1 Software Networks  

The expression “Softwarised Networks” refers to a 
paradigm shift in the telecommunications architecture from 
“boxes” to “functions”, and also from “protocols” to 
“Application Programming Interfaces (APIs)”. This shift is 
driving a convergence between IT infrastructure and 
telecommunications. This is consequently transforming 
several industries. The introduction of an SDN-NFV 
ecosystem is targeted at lowering the cost of network and 
service operations and ultimately introducing higher 
flexibility while reducing the time to market for new 
services. Through the collaborative use of SDN and NFV, 
delivery of on-demand network security services can be 
realised. Network security functions are virtualised and 
deployed as virtual security network functions (VSNFs) in 
commodity servers, thus reducing costs as well as enabling 
faster development and innovations.   
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1.2.2 VSNF Deployment   
VSNFs can be removed, installed and migrated dynamically 
to suite the network resource requirements [5]. VSNFs are 
placed in a chain of a specific order in the substrate 
network forming a service function chain (SFC). Fig.1 shows 
an example of VSNFs deployment on substrate network. 
The top graph shows three VSNFs between source and 
destination nodes. The bottom graph is a substrate network 
with eight substrate nodes where SFC can be deployed.  

 

1.2.3 Contribution Summary 
This paper presents a comprehensive survey of the 
placement of VSNFs in the SDN-NFV ecosystem by 
critically analysing the state-of-art solutions, identifying 
open research problems and making suggestions for 
insights to solve the identified placement problems  
 

1.3 Organisation of the Paper  
The rest of this paper is organised as follows: Section two 
(2) presents a brief description of NFV and SDN 
technologies and the relationship between them. The 
most common VSNFs in an SDN-NFV architecture is also 
reviewed. Section three (3) provides a comparison and 
examination of studies on the optimal placement of virtual 
security network functions. Finally, in Section four (4) 
open research challenges in this area of study are 
identified and ultimate suggestions of possible future 
directions that researchers can consider are made. It is 
hoped that this article will provide extensive guidelines 
for new researchers who would like to explore this avid 
area.  
 
 

2. DESIGN CONSIDERATIONS AND RESEARCH 
CHALLENGES  

 
2. Introduction  
In this section, NFV and SDN technologies are briefly 
described; the relationship between them; review the 
most common VSNFs in an SDN-NFV architecture and 
state the research challenges.   
 
2.1. SDN, NFV, SDN/NFV Ecosystem  
 

2.1.1 Definition of SDN   
 
SDN is an approach to network management in which 
network configuration are done programmatically. This 
result in improved network performance and monitoring 
[6]. As indicated in Fig. 2, SDN centralises network 
intelligence by separating the forward process of network 
from the routing process.  

 

 
The SDN network intelligence in incorporated in the control 
panel which has one or more controllers. The SDN 
architecture consists mainly of three (3) planes (Fig. 3), 
namely, application plane, control plane and data plane, 
with their corresponding application programming 
interfaces (APIs). SDN architectures decouple network 
control and forwarding functions, enabling network control 
to become directly programmable [7].   
  
The SDN architecture has the following attributes:  
• Direct programing: The development of the forwarding 

function from the Network control ensures direct 
programming of the latter.   

• Agility: Administrators can dynamically adjust the 
network-wide traffic flow to suite changing needs.  

• Central management: Intelligence is centralised in 
software-based SDN controllers that maintain a global 
view of the network, which appears to applications and 
policy engines as a single, logical switch.  

Fig. 1: An example of VSNFs deployment on substrate network 

Fig. 2: Comparison of SDN and traditional networking  
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• Configuration Programmability: SDN allows network 
managers configure, manage, secure, and optimise 
network resources very quickly via dynamic, 
automated SDN programs, which they can write 
themselves because the programs do not depend on 
proprietary software.  

 
2.1.2  Definition of NFV  

Network functions virtualisation (NFV) USES it 
virtualisation that can be connected or chained to form 
communication services. A VNF consists of one or more 
virtual machines running different software running 
different software processes. For example, a virtual session 
border controller could be deployed to protect a network 
without the typical cost and complexity of obtaining and 
installing physical network protection units. Other 
examples of NFV include virtualised load balancers, 
firewalls, intrusion detection devices and WAN accelerators 
[9].  
 
NFV Framework: The NFV framework consists of three main 
components: [10]  
(i) Virtualised network functions (VNFs) are software 

implementations deployed on a network functions 
virtualisation infrastructure (NFVI).  

(ii) NFVI includes all software and hardware components 
that build the environment where VNFs are deployed. 
The NFV infrastructure can span several locations.  

(iii) NFV-MANO: is the NFV management of orchestration 
architectural framework. It is a collection of functional 
blocks and data (storages) used by these blocks. It 
consists of NFVI managers and virtualisation software.  

 
The following are the advantages of having NFV over 
traditional network architecture [11]:  

• It cuts down the need to purchase new physical 
devices and hence the related cost.   

• Improvises operational performance and 
efficiency.   

• Improvises allocation of resources   
• it reduces the consumption of energy   
• faster and flexible deployment.  
 

NFV is highly advantageous, but at the same time, it faces 
certain security threats which need to be handled. NFV 
definitely provides some of the unique advantages such as 
cost and energy saving, flexible deployment and scalability 
but it also faces major security challenges. The security 
attacks which revolve around VNFs in an NFVI can belong 
to three major categories: 1) Attack from within a VNF 
(Internal Weakness), 2) Attack from outside a VNF 

(External threat) and 3) Attack occurring between VNFs 
(Migration of an attack) [12].  

 

 2.2  Overview Of SDN in The NFV Architectural 
Framework 

 
SDN/NFV Relationship: Software Defined Networking (SDN) 
and Network Function Virtualisation (NFV) are the key 
pillars of future networks, including 5G and beyond that  

Fig. 3: Overview of Software Defined Networking Architecture  

https://en.wikipedia.org/wiki/Session_border_controller
https://en.wikipedia.org/wiki/Session_border_controller
https://en.wikipedia.org/wiki/Network_Load_Balancing
https://en.wikipedia.org/wiki/Firewall_(computing)
https://en.wikipedia.org/wiki/Intrusion_detection_system
https://en.wikipedia.org/wiki/Intrusion_detection_system
https://en.wikipedia.org/wiki/WAN_optimization
https://en.wikipedia.org/wiki/WAN_optimization


                    International Research Journal of Engineering and Technology (IRJET)            e-ISSN: 2395-0056 
                    Volume: 09 Issue: 03 | Mar 2022                         www.irjet.net                                      p-ISSN: 2395-0072 

 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1581 
 

 

 

In SDN and NFV technologies, software can finally be 
decoupled from the hardware, so that it is no longer 
constrained by the box that delivers it. This is the reason 
why SDN and NFV have become the key to building 
promise to support emerging applications such as 
enhanced mobile broadband, ultra-low latency, massive 
sensing type applications while providing the resiliency in 
the network. Service providers and other verticals (e.g., 
Connected IoT, Cars, eHealth) can leverage SDN/NFV to 
provide flexible and cost-effective service without 
compromising the end user quality of service (QoS). 
 

 
 

networks that can: helping organisations to rapidly 
deploy new services, applications and infrastructure to 
quickly meet their changing requirements; enabling 
organisations to create new types of services applications 
and business models; create new revenue generating 
services; supporting automation and algorithm control 
through increased programmability of network elements 
to make it simple to design, deploy, manage and scale 
networks, allowing network functions to run on off the-
shelf hardware. Fig 5: shows Overall architecture of 
SDN/NFV integration and management. Fig 6 shows an 
extended SDN/NFV architecture.  and offers tools for the 
orchestration of complete network applications and its 
management. The top layer groups applications that use 
the application interface to orchestrate and deploy 
services in the platform. While  

Some of the security challenges and opportunities 
introduced by SDN/NFV are:   
• Hypervisor  
• Virtual Network Functions (VNFs)  
• SDN Controller  
• Orchestrator   
• Security function virtualisation  
 
2.3   Summary of Section  
Incorporate SDN and NFV in concerted ecosystems is 
advantageous (Fig 6). When SDN features drive an NFV 
network, the virtual overlay assists in provisioning and 
managing VNFs. In contrast to the hardware based 
networks of the past, the technology takes advantages of 
virtualisation and cloud systems. However this leaves the 
network more vulnerable to breaches if not properly 
secured.  
 

 

Fig. 6.  SDNFV Architecture 

 

Fig. 4:  NFV high-level architecture 

Fig. 5:  Overall architecture of SDN/NFV integration & 
management 
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3.0   STATE OF THE ART PLACEMENT METHODS 
 
3.1  Introduction  
In this section, the most common VSNFs in an SDN-NFV 
architecture and their uses in security is reviewed. A 
comparison and examination of studies on the optimal 
placement of virtual security network functions in an SDN-
NFV ecosystem is also provided.   
 

3.2 Virtual Security Functions in SDN-NFV Ecosystem  

 

3.2.1 Security VNFs 

In traditional networks, network security functions are 
implemented on vendor-specific appliances located at 
specific points [15]. However in an SDNFV architecture, 
these security functions are virtualised and placed in 
suitable virtual machines where they are executed [16,17]. 
Fig. 7 below shows typical security VNFs for an SDNFV 
architecture. 
 
3.3 Classification of VSNFs  
 

Virtualised security network functions are classified into 
three (3) categories, namely: Detection, Prevention and 
Security Analytics. The rest of this section gives an overview 
of the recent studies on the mentioned categories.   
 
3.3.1 Detection Functions   
Distributed denial of service (DDoS) detector: A target 
computer is overwhelmed by sending a high volume of fake 
requests in high volumes and consequently it cannot 
process real requests and will continue to be out of service. 
There are a variety of solutions to detect DDoS in 
traditional networks; but most of these solutions require 
analysing large numbers of packets. So while response time 
increases, their accuracy level decreases [18,19]. However, 
in SDN-NFV ecosystem, DDoS attacks can be detected more 
effectively with better response time since numerous 
switches can be directly controlled by the controller 
simultaneously [19].  
Malware scanner: Malware scanners protect the local 
network from the malicious software such as viruses, 
worms, trojans etc [20] as malware analysis architecture by 
utilising the flexibility of SDN. The inspection module on 
top of the SDN controller analyses network flows by looking 
for pre-defined patterns. If malicious traffic is detected, the 
containment module prevents the malware from 
communicating with other elements, and the configuration 
manager modifies the network architecture dynamically 

according to the traffic characteristics [20]. Experimental 
results show that the proposed system detect more 
malware events than traditional solutions. Intrusion 
detection system (IDS): In traditional networks, Intrusion 
Detection Systems are the passive security functions that 
monitor the network, detect the malicious activities and 
policy violations to system administrators [21]. Also, 
performance is adversely affected as the network grows 
and complexity increases [23]. However in SDN, which is a 
software based architecture, collecting statistical data and 
routing the traffic is easier than the traditional networks. 
Authors in [24]  

 
 
developed an IDS named as OpenNetMon which detects the 
intrusions by evaluating the throughput, delay metrics and 
packet loss. The central view of the SDN controller enables 
access to a large amount of data to be analysed.   
 
3.3.1 Prevention Functions   
 

Intrusion prevention system (IPS): Traditional IPSs are 
implemented on IDSs because they mainly need the attacks 
to be identified. Although many are open source software 
tools, different coding styles, development environments 
and interfaces make it difficult to deploy these systems. In 
addition, producing dynamic solutions to changing network 
states is quite difficult with the IPSs on traditional networks 
[22]. In SDN-NFV, on the other hand, IPSs detect and 
prevent intrusions in a dynamic manner, more agile and 
with lower cost. In the literature, the number of studies 
developing IPS for SDNNFV ecosystem is fewer than other 
security functions. The authors in [25] proposed an SDN 
based IPS and a load balancing function. Experimental 
results show that the proposed IPS model can detect 
attacks in shorter time and reduce latency with load 
balancing.   

  
Fig. 7.  Typical Security VNFs    
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Firewall: In traditional networks, due to the static firewall 
position, internal traffic cannot be seen and audited. With 
SDN, all internal traffic can be filtered because the firewall 
is implemented as a software function independent of 
physical location. Packet filtering is only one aspect of 
firewall design in SDN. Compliance with firewall rules and 
dynamic flow rules is also verified since configurations, 
network conditions, and flow rules can change dynamically. 
In addition, firewall placement architecture (distributed or 
central) and the exact places for this function should be 
determined carefully [26,27]. The authors in [26] 
developed a firewall solution called FlowGuard that can 
resolve policy violations automatically and in real-time 
when networks conditions change. In [28], the authors 
propose VNGuard framework for managing virtual firewalls 
with NFV. VNGuard involves a module for finding the 
optimum places for the policies defined by the virtual 
functions.  
 
Anti-spoofing: Spoofing in different network protocols is a 
widespread technique utilised by adversaries to combat 
attack detection and mitigation. Proposals against IP 
spoofing generally involve the use of cryptographic 
primitives such as message authentication codes and 
filtering tables maintained by SDN controller applications 
[29,30]. Similarly, SDN application modules have been 
developed to prevent ARP spoofing by substituting the 
header fields of ARP request packets with safe dummy 
values to protect switches from cache poisoning [31] or 
performing validation in real time using dynamic MAC-IP 
association lists [32].  
 

3.3.2 Security Analytics Functions 
Honeypot: Honeypot is software with deliberately placed 
vulnerabilities to monitor intrusions and penetrations, 
detect new types of attacks and learn about attack methods. 
In SDN, the systems requiring dynamic routing and learning 
like honeypots attain better results than in traditional 
networks since the infrastructure is controlled by software 
[33]. In this regard, authors in [34] proposed a framework 
called FRESCO in which there are several security modules 
as well as honeypot. Fresco sends traffic to the honeypot 
when it detects a malicious connection request. Hence, the 
attackers think they are connected to the real target and 
cannot therefore penetrate the original system [34]. 
HoneyMix [35] is another honeypot-based system that 
utilises the programmability in SDN to exercise fine-grained 
control on network traffic and keep attackers occupied on 
the honeynet as long as possible to prevent them from 
threatening valuable targets.   
  

Deep packet inspection (DPI): DPI is an advanced method for 
real-time detailed flows and user activities analysis. DPI 
engines examine the payload portion of a packet in terms of 
traffic type, malware content, packet headers and protocol 
compliance. In case of a suspicious event or an attack 
threat, DPI reroutes the packet to a different destination or 
reports it to another security tool [36]. Thus, it aims to 
protect the system from attacks, improve the performance, 
control the congestion, reduce bandwidth costs and 
enhance the quality of service [37]. In traditional networks, 
DPI engines which are implemented on hardware 
middleboxes are placed in specific locations on the 
network. However, with NFV and SDN, DPI tools are 
virtualised and dynamically deployed [36,38]. They argue 
that omitting the QoS causes performance degradation to 
latency-sensitive applications, in particle when traversing 
computationally-demanding security functions such as 
IDS/IPS. Although the literature reviewed addresses the 
placement of VSNFs, few solutions have been proposed 
with a focus on the network security constraints and 
requirements of the VSNF placement. In [61] the authors 
propose a heuristic algorithm and ILP formulation for 
efficiently composing chains of virtual security functions 
placement. In [61] the authors propose the model is aimed   

OPEX  

Active  
CPUs  

Active  
Links  
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Hardware  
devices  

No. of Functions  
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at preventing inefficient or incorrect placement of security 
functions, such as deployment of VPNs at the edges and an 
IDS at the core network.  

  

3.4 Placement of VSNFs in an SDN-NFV Ecosystem  

This section provides a comparison and examination of 
studies on the optimal placement of virtual security 
network functions in an SDN-NFV ecosystem.  
 

3.4.1 OPEX and CAPEX   
In an SDN-NFV ecosystem, security is provided by 
deploying virtual security functions such as intrusion 
detection/prevention systems (IDS/IPS), deep packet 
inspection (DPI), firewall etc. However, one of the 
important new challenges faced by network operators is 
where to deploy these virtualised functions. Hence, 
optimising the placement of virtual security functions for 
various objectives is an important research issue [40-42]. 
From the operational point of view, these functions must be 
placed with regards to possible conflicting objectives such 
as traffic management, load balancing, delay and energy 
consumption as well as meeting network security 
requirements [38,43,44]. Therefore, there is a need for 
virtual function placement solutions that simultaneously 
respond to the operational requirements of the network 
and do not compromise the security policies [16,45,46]. 
Generally, studies on virtual security function placement 
focus on finding the optimal solution in terms of cost 
efficiency. In this regard, the parameters used to define cost 
is classified in two categories (Fig. 9): OPEX (Operating 
expenses) and CAPEX (Capital expenditures). OPEX 
comprises network operational costs such as network 
planning, reconfiguration, provisioning, and the usage of 
network resources etc. [47]. CAPEX includes infrastructure 
costs such as installations, purchased hardware, software 
license fees etc.   
 
OPEX Minimisation: An important factor affecting the 
network operating cost is energy consumption of the 
servers. To address this issue, in [48] an energy-aware 
virtual security function placement model is proposed 
which aims to place virtual security functions at optimum 
locations while minimizing server energy consumption. For 
this purpose, an integer linear programming (ILP) model is 
presented with strict security constraints. When placing 
multiple virtual security functions in NFV-SDN ecosystem, 
rules of these functions should not conflict with each other. 
Therefore, sequential order of them should also be taken 
into consideration. The authors in [49] studied placing 
virtual security functions in specific order while computing 
costs and minimizing latency. Their proposed model is 

aimed at routing traffic over less nodes in a short time. 
They tested their algorithm in OpenStack on OpenDaylight 
controller. The proposed algorithm produces better results 
than the current placement algorithm of OpenStack. The 
work in [50] consider the Quality of Service (QoS) and 
specific security requirements of each user application, and 
they aim to minimise total bandwidth used. Unlike other 
studies, they take security constraints into account instead 
of focusing on only cost optimisation constraints. An 
important advantage of this model is that it solves the 
placement problem for dynamic network scenarios where 
the service requests change over time.   
 
CAPEX Minimisation: The SDN-NFV ecosystem approach 
reduces CAPEX by eliminating the need for single-purpose 
hardware appliances in networks, minimising the number 
of virtual functions, and thus the money spent for 
purchasing and deploying them on servers.  Authors in [50] 
studied the placement of multiple virtual security functions 
with the objective of minimising the number of activated 
functions. Their optimisation model, which is based on 
genetic algorithm, allows specifying ordering constraints 
for functions. However, the work does not take into account 
the specific security requirements and resource 
consumption parameters of different types of functions. In 
[37], the authors stated that the deployment of DPI 
functions is costly in terms of license fees. Therefore there 
was a need to deploy DPI engines cost effectively inorder to 
meet network security constraints. For this purpose, the 
works proposed a genetic algorithm based approach that 
minimises the network load and number of engines at the 
same time. However, this approach is not scalable for larger 
networks. Therefore, the authors solved the same problem 
with integer linear programming [39] and reduced the 
complexity in [37] with their graph based greedy algorithm. 
The work in [16] proposed a framework named Ordered 
Cloud Defense Optimization (OCDO) that determines the 
proper order for security functions by calculating their 
priorities. The primary goal is to perform these tasks with 
minimum cost in a scalable fashion.   

 

3.5 ANALYSIS   
  

VSNFs Placement   
There are a number of research works that consider 
specifically the placement of VSNFs. The authors in [51], 
focuses on searching optimal placement for VSNFs. The best 
hosts are the ones most capable of controlling the traffic. 
This is determined by the node centrality that represents 
the degree of connectivity between nodes The authors in 
[52],  
propose a novel resource allocation scheme that deploys 
VSNFs optimally for cloud providers. The authors of [53] 
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address problem of allocating VSNFs in cloud data centres 
by using the Best-Fit Decreasing (BFD) algorithm. In [58] 
the authors formulated the optimal placement problem as a 
travelling purchaser problem. The authors in [59], address 
the VSNFs placement problem by focusing on the proposing 
an ILP formulation whose objective is the minimisation of 
the energy consumption of servers though security 
constraints were not addressed. . This solution does not 
consider any security constraints. In [60] the authors 
proposed ILP formulation for placing VSNFs which takes 
into security constraints and quality of services (QoS). They 
argue that exclusion of QoS causes performance 
degradation. In [61] the authors propose a heuristic 
algorithm and ILP formulation for efficiently composing 
chains of virtual security functions. The ILP formulation 
includes a single security related constraint. The authors in 
[62], presented a model that takes into consideration 
deployment constraints. However the optimatisation 
algorithm does not scale well because it always computed 
for all flows in the networks. The network partitioning 
scheme is limited to fat-tree topologies. Lack of 
consideration of the end-to-end latency as one of the 
constraints of the proposed model, limits its application 
space. In [63], the authors  

 
consider network security defence patterns (NSDP) that 
selects deployment options and captures best security 
practices. In [64] a three stages model to solve the VSNFs 
mapping problem is presented. In stage 1 the requested 
security practices are translated into chained VSNFS. In 
stage two (2), to security of SFC mapping is presented as 
mixed ILP. Finally in stage 3 the MILP problem is solved. 
The proposed research work aims is to minimise the end-
to-end communication delay by taking into consideration 
the security constraints (ie propagation, process delay) 
while keeping the overall deployment cost to minimum. In 
[65], the authors propose PESS (Progressive Embedding of 
Security Services), a VSNF provisioning model aimed at 
reduction in end-to-end latency of application traffic by 
deploying. In [66], the authors propose a Security Defense 
Patterns Aware Placement (SDPAP) approach that takes 
into account security and cost optimisation constraints.  
The model is aimed at preventing inefficient or incorrect 
placement of virtual security functions for example the 
deployment of an IDS at the core network.  
 

3.6 Summary of Section  

Virtual security functions are deployed on the network to 

 
 
 
 
 
 

TABLE 1 Studies On Placement Of Virtual Security Network Functions 
 

 



                    International Research Journal of Engineering and Technology (IRJET)            e-ISSN: 2395-0056 
                    Volume: 09 Issue: 03 | Mar 2022                         www.irjet.net                                      p-ISSN: 2395-0072 

 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1586 
 

 

 

provide security. Hence the optimisation the of virtual 
security functions placements is an important issue of 
research [40-42]. The placement of VSNFs must take into 
consideration factors such as load balancing delay energy 
consumption, traffic management and network security 
requirements [38,43,44] and must no compromise the 
security policies [16,45,46]. 
 

4. OPEN RESEARCH ISSUES AND POSSIBLE SOLUTIONS  

 

4.1   Introduction  
This section provides a comparison and examination of 
studies on the optimal placement of VSNFS functions in an 
SDN-NFV ecosystem.   

 
4.2  Research Challenges and Possible Solutions 

  

1. Placement of Different Types of Security Functions: As 
indicated in Fig. 6 there are several security functions. 
Apparently there is a lack of studies addressing the 
deployment of virtual IDSs. Consequently the optimal 
placement of different type of new security functions is a   
good line of future research.  
 
2.  Placement of Multiple Security Functions: Considering 
the placement of only one VSNF does not suffice. These 
studies focus on multiple VSNFs and are analysed in a 
general framework [16][48,49].  
 
3.  Optimal Placement For SDN-NFV ecosystem: The main 
objective of VSNFs placement solutions is finding the 
optimal solution taking into consideration cost, delay, 
performance, energy-aware, scalability etc 
[16,28,36,38,48,49,50] However there are yet to be studies 
on optimal placement of VSNFs in an SDN-NFV ecosystem 
optimising fault tolerance. Hence new models are needed 
that address objectives from the real world arena.    
 
4. Real-time Placement Solutions: Realtime and dynamic 
placement are needed [17,67-70].  In order to achieve 
network security objectives since adding a new security 
function or changing deployment locations of the functions 
or may be of vital importance. Provision of uninterrupted 
service is an important issues that may must be addressed 
by developing algorithms for dynamic placement of VSNFs.  
 

 
 

Fig.10. VSNF Placement Research Challenges 

 
5. CONCLUSION AND FUTURE DIRECTIONS 
 
The SDN-NFV ecosystem can deliver on-demand security 
services. Network security functions are virtualised and 
deployed as virtual security network functions (VSNFs) in 
commercial off-the-shelf (COTS) servers, thus reducing 
costs as well as enabling faster development and 
innovations. Inorder to deliver end-to-end network 
services in a virtual networking environment, traffic flow is 
processed using a service function chain (SFC), which is an 
ordered virtual network function (VNF) chain. 
Consequently, a challenging problem for an SFC is to 
determine where to deploy VNFs and how to route traffic 
between VNFs of an SFC on a substrate network.   
  
This paper provides a critical survey on the placement of 
VSNFs in an SDN-NFV ecosystem and identifies open 
problems in this avid area of study. Description of NFV and 
SDN technologies, their relationship between them and a 
review of the most common VSNFs are given. A comparison 
and examination of studies on the optimal placement of 
VSNFs is also undertaken. Finally, several open research 
challenges in this area of study are identified and 
suggestions for potential future directions to be considered 
by researchers are made. There exist many open research 
issues in this fervent study. Study area include deployment 
of different types of VSNF ing the deployment of different 
types of security function, placement of multiple security 
functions, optimal placement of security functions, the 
interactions and dependencies among the security 
functions and real-time placement solutions in an SDN-NFV 
ecosystem are some of these areas.  
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