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Abstract - Topic Modeling is a technique of unsupervised 
machine learning which is used in discovering topics that 
occur in a collection of documents. Latent Dirichlet Allocation 
(LDA) is one of the most used algorithm for topic modeling. It 
considers that documents are mixture of topics and each topic 
is a mixture of different tokens or words. While considering 
many documents, one can think that the topics extracted by 
the LDA algorithm relate to all of the documents together. But 
if we consider only one text document, if we try to extract 
topics from it using LDA algorithm, we can say that these are 
the keywords of the text document as it summarizes the entire 
idea of the document in a concise form. This can be useful in 
summarization of the document. Summarization with respect 
to text is shortening of the text document such that it 
highlights all the important points of the text document. In this 
paper, we represent a LDA model which helps to identify the 
dominant topics in the text document, then identifies sentences 
that reflect these dominant topics and stiches them together to 
formulate a human readable summary. 
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1.INTRODUCTION  

As there is an ever-increasing amount of data available, it has 
become important for extracting only important or only 
meaningful information from this data since every bit of data 
is not useful. This is where topic modeling and 
summarization can be of use. Due to the fact that the 
algorithm we used here is unsupervised, it eliminates the 
need for structured data to be provided to the model for it to 
work Motivation for developing this is to reduce the time 
required for reading or analyzing a text document. Text 
documents come in a variety of form including news reports, 
Research papers, legal documents and many more, the task 
can become tedious and some important information might 
slip out if not done carefully. The advantage with such a 
model doing the task is that one can decide the number of 
topics or points one wants to discover in the text. Based on 
that, the extraction would be done automatically, thus 
reducing the time required for the same task is done 
manually. Text summarization has two approaches namely 
Abstractive and Extractive. We have chosen the extractive 
summarization approach. 

2. Literature Survey 

Barde et al. [1] discusses various methods and tools used for 
topic modeling with their features and limitation. Some of 
the methods discussed are Vector Space Model (VSM), Latent 
Semantic Indexing (LSI), Probabilistic Latent Semantic 

Analysis (PLSA) and Latent Dirichlet Allocation (LDA). Some 
tools discussed are Gensim, Standford topic modeling 
toolbox, MALLET, BigARTM. 

Surabhi Adhikari et al. [2] discusses different methods that 
have been used for text summarization. Mainly, the paper 
discusses two methods- Abstractive (ABS) and Extractive 
(EXT) summarization. Also query based summarization is 
discussed. The paper mostly discusses about the structured 
based and semantic based approaches for summarization of 
the text documents. Various datasets were used to test the 
summaries produced by these models, such as the CNN 
corpus, DUC2000, single and multiple text documents etc. 

 Kenli Li et al. [3] use Latent Dirichlet Allocation (LDA) 
algorithm which is used to automatically generate text 
corpora topics, and applied to sentences extraction based 
multi-document summarization algorithms. The approach is 
to combine the traditional summary generation algorithm 
and the abstract generation algorithm based on deep 
learning. 

 David Alfred Ostrowski [4] uses Latent Dirichlet Allocation 
algorithm is used which is a generative probabilistic model 
for a collection of discrete data. Evaluating this technique 
from the perspective of classification as well as identification 
of noteworthy topics as it is applied to a filtered collection of 
Twitter messages. Experiments show that these methods are 
effective for the identification of sub-topics as well as to 
support classification within large-scale corpora. 

 Jinqiang Bian et al. [5] In their paper based on LDA Model, a 
new method of sentence-ranking is proposed. The method 
combines topic-distribution of each sentence with topic-
importance of the corpus together to calculate the posterior 
probability of the sentence, and then, based on the posterior 
probability, it selects sentences to form a summary. Topic-
distribution of each sentence represents the likelihood of 
sentence belonging to each topic and topic-importance 
represents the degree that the topics cover the significant 
portion of the corpus. The method highlights the latent 
topics and optimizes the summarization. Experiment results 
on the dataset DUC2006 show the advantage of the 
multi�document summarization algorithm proposed in the 
paper document 

 J. N. Madhuri et al. [6] proposes a system for summarizing 
documents using sentence ranking algorithms. Sentence are 
given weights and then ranked based on these weights. The 
sentences with the highest rank are selected in the summary. 
The sentences are ranked on the basis of the preprocessed 
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text and the weights are given by frequency of terms divided 
by the total number of terms in the document. 

 Shohreh Rad Rahimi et al. [7] explores many methods of text 
mining and text summarization. Text summarization can be 
performed on the basis of various criteria. Some discussed 
criteria are based on output summary, based on details, 
based on contents, based on limitation, based on number of 
input texts and based on language acceptance. It also 
discusses various similarity measures which are used in text 
summarization  

Hirohata et al. [8] presents automatic speech summarization 
techniques and its evaluation metrics. It mainly focuses on 
sentence extraction based summarization methods for 
making abstracts from some spontaneous presentations. 
Some metrics that have been discussed are summarization 
accuracy, sentence F-measure, ROUGE-n and some more. 

 Aditya Jain et al. [9] proposes a Neural Network based 
approach for text summarization. The paper proposes an 
approach to extract a good set of features followed by neural 
network for supervised extractive summarization. It assigns 
a predictive score to each sentence and the sentences with 
the highest predictive scores are added to the summary.  

Liu Na et al. [10] present a system that use Latent Dirichlet 
Allocation topic model for multi�summarization. It extracts 
title and content for each document provided and creates a 
topic model for title and content. In the end it calculates 
sentence weights according to the topic model and forms a 
summary based on these sentence weights. 

 Mahsa Afsharizadeh [11] propose a technique of 
summarization which is query oriented. Most important 
sentences are extracted from the document based on a 
feature extraction process where some features like 
sentence length, normalized sentence length, sentence 
position in the document, topic frequency etc. are used. 11 
unique features are extracted. Based on these 11 every 
sentence is scored and top ranked sentences are selected for 
creating the summary. 

 Shweta Ganiger and K.M.M Rajashekhariah [12] discuss 
implementation of some keyword extraction algorithms. 
These algorithms were used to find how effective they are 
when it comes to extracting important keywords from a 
document. The 3 algorithms discussed here are TF-IDF 
(Term frequency - Inverse Document Frequency), TextRank 
and RAKE (Rapid Automatic Keyword Extraction). 

3. CONCLUSIONS 

Topic modeling and topic summarization are two important 
tasks in natural language processing. With the help of LDA 
algorithm for extracting keywords, the need for structured 
data was eliminated which helped in reducing the time 
required for creating the summary. Also, the extraction of 
keywords or dominant topics can help in categorization 

purpose which can increase the scope of the project where 
suggestions can be made based on the similarity of different 
topics with the given document. 
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