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I. ABSTRACT: 

Phishing is an illegal activity that uses a variety of 
deceptive methods to direct people to the wrong website. 
The purpose of these phishing websites is to confiscate 
personal information and other financial details for 
personal gain or abuse. As technology advances, the 
phishing approaches in use must evolve, and there is an 
urgent need for increased security and improved 
mechanisms to prevent and detect these phishing 
approaches. The main focus of this paper is to introduce 
his model as a solution for detecting phishing websites 
using the URL detection method with a random forest 
algorithm. The model has three main phases, such as 
parsing, heuristic classification of data, and performance 
analysis, where each phase uses a different technique or 
algorithm to process the data for better results. 

II. INTRODUCTION 

Online procedures, online business or trading, or 
exposure, so the online systems already in place at that 
time faced little threat. However, in the past five years, 
the world has experienced a big boom in the IT sector, 
resulting in most of the daily operations going online. 
From shopping to banking. The term "phishing" was 
coined in 1996 by his hacker, who stole the America On-
Line account by stealing passwords from unsuspecting 
AOL users. The word phishing comes from the phrase 
"website phishing" and is his variation of the word 
"phishing". The idea is that, like a fish, it casts the bait in 
hopes that the user will grab it and bite. In most cases, 
bait is either an e-mail or an instant messaging site, 
which will take the user to hostile phishing websites. 
Over the years, phishing attacks grew in number and 
intensity too. 

Phishing attacks now target users of online banking, 
payment services such as PayPal, and online e-commerce 
sites. There are different modes through which phishing 
can be carried out and hence there are various types of 
phishing like vishing (voice over phishing), smishing 
(Phishing via SMS), whaling, Mishing (mobile phishing), 
social engineering, spear phishing, etc. Usually, there are 
four phases in a typical phishing attack like preparation, 
mass broadcast, mature and account hijack. For most of 

the phishing attacks, whether carried out by emails or 
any other medium, the objective is to get the victim to 
follow a link that appears to go to a legitimate web 
resource but actually redirects the victim to a malicious 
web page. The easiest way to link the operation is to 
construct a malicious URL and direct the user to the 
malicious page desired by the attacker. This document 
focuses on detecting phishing websites with URL 
detection. Previously, methods such as k-nearest 
neighbors, list-based approaches, fuzzy logic, mining, 
and classification approaches such as Phishzoo were 
used for detection, but over time as the strength of 
attacks increased , a more sophisticated algorithm was 
used. techniques were introduced to detect and prevent 
attacks. 

III. PREVIOUS WORK 

Currently, various peer-reviewed journals and 
conferences have published various studies and studies 
on phishing website detection, and one proposed 
approach was multi-level classification of phishing URL 
filtering. In it, author presents an innovative method for 
extracting phishing URL features based on message 
content weighting [3]. His multiple classification 
algorithms including SVM, AdaBoost and Naive Bayes are 
used. These algorithms are divided into three layers 
using 21 fixed individual functions 4446 [3]. A two-step 
process is then done using a different classification 
algorithm, but the problem here is the time and 
complexity involved, the overhead 4486 involved, and 
the performance issue, so this is It wasn't the best 4484 
method. 

Another method adopted by one author of the IEEE 2017 
paper was pattern recognition, d. H. Various features are 
extracted from emails to obtain a model that helps 
distinguish between phishing and non-phishing 
messages [4]. One of the main methods used in this 
context is detecting attacks and using feature extraction 
and classification. The main limitation of this proposal is 
that it evaluates too many characteristics without 
considering whether they are really important for 
identifying phishing. Therefore, this can lead to 
unnecessary computational costs. According to the 
Institute of Research Engineers and Doctors, USA, 
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phishing detection techniques can be divided into 
blacklist-based and heuristic-based approaches [5]. A 
blacklist-based approach maintains a database listing the 
addresses (URLs) of sites classified as malicious. If a user 
requests a site with in this list, the connection will be 
blocked. The blacklist-based approach has the 
advantages of simple implementation and low false 
positive rate [5]. However, has a bug that prevents it 
from detecting phishing sites not listed in the database, 
including temporary sites. 

According to the International Journal of Advanced 
Research and Innovative Ideas in Education (IJARIIE) 
Journal, a data mining approach based on the Multi-Label 
Classifier Association (MCAC) is also one of the methods 
used to detect phishing websites . The associative 
classification algorithm detects phishing websites with 
moderate accuracy. [6] MCAC consists of three main 
steps: rule recognition, classifier formation, and class 
assignment. In the first step of this algorithm, rules are 
detected and extracted by iterating over a training 
dataset (historical website features or data collected 
from various sources). that have the same precondition 
(left side) and are associated with different classes to 
create a multi-label rule. Along with, redundant rules are 
eliminated. The result of the second step is a classifier 
containing single and multiple labeling rules. The final 
step is to test the classifier against the test dataset to 
measure its performance. In the prediction process, rules 
in the classifier set that match test data features are 
often triggered to infer their type (class). The MCAC 
algorithm also generates rules that are sorted using the 
sorting algorithm. [6]. The main problem faced by MCAC 
was the difficulty of determining minimum confidence 
and support in the presence of large amounts of data. 
Later, these more accurate and less time-complex 
algorithms were replaced by more sophisticated 
algorithms. 

PROPOSED SYSTEM 

Our proposal for the above topic is to improve the 
detection efficiency of phishing websites. A number of 
surveys and polls were conducted to compare different 
classification algorithms to best fit our model [7]. In 
addition to using WEKA to determine the accuracy and 
performance of each algorithm, many journals and 
articles were read and researched to determine 
classification algorithms. The idea put forward here is to 
improve efficiency by using random forests as 
classification algorithms with the help of Rstudio tools 
that help in better analysis. Below is a flowchart of our 
proposal.  

 

 

1 IP Address 

2 Redirection of page using “//” 

3 Adding Prefix or Suffix Separated by (-) to the Domain 

4 Sub domain and multi-sub domain 

5 URLs having @ symbol 

6 Using different functions in the URL to submit 
information 

7 Page Rank 

8 Google Index 

 
The datasets required for the entire procedure were 
obtained from phishing tanks [8], and the analysis of was 
mainly performed due to the large amount of data that 
had to be processed. analyzes are performed to analyze 
the feature set. We restrict feature set to 8 of the 31 
features considered by parsing and rigorous analysis of, 
which are shown in Table 1. where parsing is done using 
attribute subset selectors. It consists of two parts: 1) 
Attribute Subset Scoring Algorithm using Information 
Gain 2) Search Method Algorithm using Ranker Method. 
Parsing is implemented in Java code that imports the IG 
and the WEKA tools library for attribute selectors. 
Attributes that provide more information have higher 
information gain values and can be selected, while 
attributes that do not add much information will score 
lower and can be removed. Table 1 shows the features 
we included in our model to help with classification. 

Since the entropy of the training set S is the impurity 
criterion, we can define a measure in weka that reflects 
the additional information about Y provided by X 
representing the amount by which the entropy of Y is 
reduced [9]. IG is given by 

formula: IG = H(Y) − H (Y \X) = H (X) − H (X \Y) (1) 

IG is a symmetrical scale. measure. The information 
about Y after observing X is the same information about 
X after observing Y. The parsed records undergo a 
heuristic classification splitting the records into 70% and 
30%. 70% of the data is considered for training and 30% 
for testing. Using the random forest library and built-in R 
functions, a classification model 4484 is built and tested 
using test data. This model is used to predict other URLs 
for various websites entered by the user. The final phase 
of the model run is a performance analysis performed 
using the ROC curve. In addition to the ROC curve, other 
factors such as sensitivity, confusion matrix and fp rate 
are also included.  
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Fig 2(a) 

 

Fig 2(b) 

 

Fig 2(c) 

CONCLUSION 

In this document, with the help of Rstudio, I proposed 
another method to detect phishing websites using 
Random Forest as a classification algorithm. Here, we 
have empirically shown that 31 of the proposed features 
are the best for detecting phishing websites. Random 
forests were chosen for classification because the 
performance metrics and our literature review also 
proved that random forests had the highest level of 
accuracy, around 95% [10]. The model uses a wide range 
of metrics such as true positives, true negatives, false 
negatives, F value, ROC, accuracy and sensitivity for 
analytical purposes, clearly demonstrating the 

performance and accuracy of each detection. There is 
currently no one-size-fits-all solution to phishing, and 
future technologies are expected to increase the types 
and numbers of phishing attacks. To do this, the browser 
must be able to configure how it detects and warns of 
potential phishing attacks. Future work aims to add 
improved features to the detection process to develop a 
system that can learn by itself about new types of 
phishing attacks. 
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