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Abstract - The project analyzed data of National Family 
Health Survey (NFHS) 2015-16, conducted as a 
collaborative project of the International Institute for 
Population Sciences(IIPS), to unravel the underlying 
relationships between Infant Mortality Rate (IMR) and the 
influences of one of the most essential factors, Maternal 
Care, on it. A comprehensive exploratory analysis was 
conducted to show significant relationships. The issue of 
missing values was solved by imputing them with the 
average of the particular attribute of data. The Linear 
Regression machine learning model was used to detect 
and find correlations underlying the data. A comparison 
between 5 different variants of Linear Regression models 
was carried out to assess which one performed best given 
the current scenario. These models were used to make 
predictions, which can subsequently be used to make 
changes and reforms to planning in Healthcare 
Infrastructure Units. 
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1.INTRODUCTION 

Each year in India, there are approximately 28 million 
pregnancies, 26 million live births, 67 000 maternal 
deaths and a million neonatal deaths. There are about 42 
infant deaths per 1000 live births. Infant mortality is the 
death of young children under the age of 1. This death toll 
is measured by the infant mortality rate (IMR), which is 
the probability of deaths of children under one year of age 
per 1000 live births. The under-five mortality rate, which 
is referred to as the child mortality rate, is also an 
important statistic, considering the infant mortality rate 
focuses only on children under one year of age. 

1.1 Problem Statement 

This Project aims to unravel the underlying relationships 
between Infant Mortality Rate (IMR) and the influences of 
one of the most essential factors, Maternal Care, on it. 
Infant Mortality Rate (IMR) gives us the key information 
about maternal and infant health, the infant mortality rate 
is an important marker of the overall health of a society. 

 

 

1.2 Objective 

This project aims to analyze data related to Infant 
Mortality Rate (IMR) and various factors of Prenatal Care 
from the Ministry of Health and Family Welfare of the 
Government of India and to build an interactive dashboard 
giving information about the IMR in India through its 
various factors. Python was used for data cleaning, data 
analysis and data visualization. A home page was built 
showing a map of India. Hovering over states gives key 
details about the IMR in those states and clicking over it 
gives more specifics about the IMR scenario in that state. 
The project also has a prediction mechanism using 
regression which gives the IMR based on the factors. 

1.3 Relevance  

This project aims to aid managers of healthcare 
institutions to make better decisions while understanding 
the relationships between the different aspects of 
maternal care that affect infant mortality rate. Using the 
application, the managers can get precise predictions by 
entering a set of parameter values to estimate how certain 
changes in values affect the IMR. Following this, they can 
make real-life decisions to minimize the IMR within their 
locality.  

2. Methodology 

Given that we need to map the relationship between one 
or more independent features with a dependent feature, it 
was clear that we needed to use a regression model to 
establish this.  There are a variety of regression models 
available, with each one having its advantages and 
limitations. Hence, a need to try and test various models 
that would work well with the dataset at hand was felt. 
The dataset we used had mostly numeric data with 
moderate data density, so we decided to test the following 
models: 

Simple Linear Regression 

Multiple  Linear Regression 

Lasso Regression 

Polynomial Regression 
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Ridge Regression 

Fig -2.1: Workflow for Machine Learning [2] 

    2.1 Linear Regression 

One is a predictor or independent variable and other is 
response or dependent variable. It looks for statistical 
relationships but not deterministic relationships. 
Relationship between two variables is said to be 
deterministic if one variable can be accurately expressed 
by the other.  

Linear regression assumes that a straight line exists in the 
scatter plot of the independent variable versus the 
dependent variable. This line is then used to predict the 
value of the dependent variable given any value of the 
independent variable. This is accomplished by calculating 
the y-value corresponding to the given x-value using the 
general line formula below. Here, w0  is the weight for the 
independent variable while b is the y-intercept.  

 

    2.2 Multiple Regression 

Multiple Regression follows a similar approach to Linear 
Regression but differs in the way that more than one 
independent variable is used to establish relationships to 
the dependent variable. 

For the project, the following list of independent features 
was selected: 

 

 

Fig -2.2.1: List of features of multiple regression model 

After training the model on a 0.8 train-test split, the 
following coefficients were obtained 

Table -2.2.1 Coefficients for Multiple Regression

 

Training a Multiple Regression on model gave a model 
with substantially better accuracy with max error 12.86, 
RMSE 5.83 

    2.3 Lasso Regression 

Choosing the right features is a crucial task, and can vary 
the result of predictions by a large degree with a change in 
selected features. Generally, features are selected using 
one of two approaches. Greedy approach, where features 
are cycled through iteratively or Regularization. Lasso 
Regression of L1 Regularized Regression is an example of 
the latter approach.  

When performing Lasso Regression, the cost function is 
modified as follows. 
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This results in coefficients of features dropping to exactly 
zero, which is equivalent to not considering that feature 
entirely. 

When Lasso regression was performed on this particular 
dataset, it was seen that no coefficients were set to zero 
without decreasing the RMSE values. Hence, we proceed 
by concluding that all the coefficients have a significant 
impact on the target value of IMR. 

    2.4 Polynomial Regression 

Polynomial Regression uses higher-order values of 
features in order to capture more depth than what Linear 
Regression can offer. Using this, quadratic, cubic, and nth-
order relationships can be extracted.  

 

Fig -2.1 Algorithm for Computing Polynomial Features [2] 

Training the model gave the following coefficients 

 

 

Table -2.1 Coefficients of Polynomial Regression 

Using these coefficients, evaluating the model on test data 
gave the following results 

Max Error 20.81, RMSE 11.40. This accuracy is worse than 
the multiple regression model and so, we make an attempt 
to fine tune this model using L2 Regularized Regression as 
discussed below. 

    2.5 Ridge Regression 

Ridge Regression or L2 Regularized Regression aims to 
reduce the effect of overfitting by penalizing coefficients 
with higher magnitude. Overfitting is the problem wherein 
the trained model makes predictions too close to the data 
points in the training dataset and does not generalize well 
to new query points that it may have not observed while 
training. To remedy this problem, the cost function is 
modified as below.  

 

A technique called Cross-Validation was used to generate 
multiple validation sets in order to find out an appropriate 
value for tuning parameter lambda. This resulted in the 
following trend of L2 Lambda vs RMSE and a value of 250 
was selected near the elbow of the curve. 
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Fig -2.5.1 L2 Lambda vs RMSE for Ridge Regression 

Although the RMSE of this model turned out to be better 
than both the aforementioned Simple Linear Regression 
and the Polynomial Regression models, with a value of 
7.42, it did not outperform the Multiple Regression model. 
Hence, the Multiple Regression model was chosen as the 
best model and suitable for Deployment 

3. Conclusion 

The undertaking analyzed information from National 
Family Health Survey (NFHS) 2015-16, to solve the 
essential relationships among Infant Mortality Rate and 
the impacts of one of the most vital factors, Maternal Care, 
on it. Exploratory Analysis unearthed some crucial 
correlations between IMR and Prenatal Care. Compared 
with no care, prenatal care was associated with lower IMR. 
These results demonstrate prenatal care is associated with 
lower IMR. The issue of missing values was solved by 
replacing them with the average of the particular attribute 
of data. For this application, the Multiple Regression 
model provided the most accurate predictions. The Linear 
Regression machine learning model was preferably used 
to detect and find correlations underlying the data. A 
comparison between 5 different variants of Linear 
Regression models was carried out to assess which one 
performed best given the current scenario. Other models 
perform better with datasets of larger size. The limited 
number of data points led to a few coefficients having 
improper values. These models had been used to make 
predictions, which could finally be used to make 
modifications and reforms to making plans for healthcare 
infrastructure units and personnel across the nation. 
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