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Abstract - This paper focuses on a technique to 
automatically summarize news articles from the web by just 
typing in keywords related to your article. It uses the 
transformers model and compares the Bart and T5 model to 
see which model helps generate the best summaries on 
average. After passing around 1000 articles of data, we found 
out that the Bart model outperformed the T5 model in every 
aspect albeit the difference was not very large. This tells us 
that for mid-sized news articles, the Bart Model is better than 
the T5 model when it comes to text-summarization.  
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1.INTRODUCTION 
 
With the advent of the internet, large quantities of news 
articles have flooded the internet. However, articles are often 
long and roundabout, or simply have catchy titles for 
increasing viewership. A summary of a news article could 
deliver the same message in a straightforward manner, 
saving time and energy. Further, news summaries can give 
users a quick preview of the main points of the content, 
giving them the opportunity to understand the gist of an 
article and read the whole article only if it is what they want. 
Previously, text summarization has also found applications 
in product reviews, and fiction and nonfiction 
books[1],[2],[3].  

With the necessity of summarizing only the important 
information and identification of these informative points, 
news summarization has become a perplexing task. That 
being said, with the advancements taking place in Machine 
Learning, Artificial Intelligence, and Natural Language 
Processing, research on text summarization has evolved 
exponentially. A text summarization model that can instantly 
give a summary of any important topic entered as a query by 
the user, such as - ‘Coronavirus’, ‘Latest News about 
Afghanistan’, or a summary of any specific article online by 
passing the link to that particular article can be invaluable in 
today’s world as you can gain a general idea about any topic 
within seconds. An automated text summarizer has many 
benefits, and by removing multiple tedious steps such as: 
finding an article from a trusted source. This process is 
tedious and time-consuming.  

A complete integrated system that automates the news 
fetching and summarization process ensures the quick 
delivery of summarized articles. Furthermore, comparing 
different text summarization models will give us the best 
model to use to get the most relevant summary. You could 

also use the same article to generate summaries by different 
models and pick your favorite one. By automating the entire 
process, time and energy can be saved. 

2. Existing Methods and Drawbacks 
 
2.1 Manual Selection of Important points 

Many websites do the whole process manually. However, 
this process is tedious and time consuming. It involves not 
only going through multiple articles from different sources 
and comparing them, but also manually selecting the 
important points from the articles. Due to the large number 
of manual steps, this method of news summarization takes a 
comparatively large amount of time and energy 

2.2 Presence of irrelevant content and ads 
Scraping articles online comes with the drawback of 

picking up on multiple advertisements and links to other 
unrelated articles. This useless information can end up in the 
summary leading to a poor summary generation. We use the 
newspaper3k package in python to scrape only the relevant 
information of the website while ignoring ads and other 
unimportant content. 

2.3 Text summarization by humans 
   Conventionally, humans produce summaries of large 

articles, but this takes up a lot of time and money. While a 
model might not produce a summary as coherent and 
concise as a human, it can produce tens of thousands of 
summaries where a human would produce one. Thus, being 
more advantageous in the long run. 

3. Our Approach 
3.1 Dataset 
 

We have made use of the BBC News Summary[4] dataset, 
also available on Kaggle. This dataset has news articles 
grouped into 5 classes – ‘business’, ‘entertainment’, ‘politics’, 
‘sport’, and ‘tech’. There are also summaries provided for 
each article in each class. This dataset cumulatively consists 
of more than 2200 articles with summaries. 
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3.2 Automated News Scraping 
 

 
Fig-1: Code for scraping news articles 

 
We use the requests, bs4[5], and newspaper packages to 

automatically scrape the web and store the most relevant 
article without any of the ads or irrelevant links. 

The requests package is used to ‘GET’ the desired URL 
page and returns us an object of that webpage. The 
BeautifulSoup class is used for converting the request object 
received and parsing it into HTML. It can then be used to 
scrape the desired information which in this case were the 
links to the most relevant article. We then store the link to 
that article in the variable ‘href’. The Article class is used to 
download, parse, and store the cleaned-up article into the 
variable ‘info’ ready for summarization. 

 
Fig-2: Scraped article text 

 

3.3 BART 
 

The Bidirectional and Auto-Regressive Transformer or 
BART, introduced by Lewis et al [6] is a Transformer that 
combines the Bidirectional Encoder (i.e. BERT like) with an 
Autoregressive decoder (i.e. GPT like) into one Seq2Seq 
model. In other words, it gets back to the original 
Transformer architecture proposed by Vaswani et al[7], 
albeit with a few changes. 

 
Fig-3: Bart 

 
We make use of the pipeline function from huggingface 

transformers api[8] to run the Text Summarization process 
using the Bart Model. “device=0” implies we are using a GPU 
for computation. We pass a thousand records of our data 
from our dataset into the pipeline function to generate the 
summary. We make use of the rouge metric for evaluation of 
our model. We use the rouge-1, rouge-2, and rouge-l 
evaluation techniques. 

 
Fig-4: Code for generating bart scores 

3.4 T5 
 

Raffel et al[9] present a large-scale empirical survey to 
determine which transfer learning techniques work best and 
apply these insights at scale to create a new model called the 
Text-To-Text Transfer Transformer (T5). They propose 
reframing all NLP tasks into a unified text-to-text-format 
where the input and output are always text strings, in 
contrast to BERT-style models that can only output either a 
class label or a span of the input. 

 
Fig-5: T5 
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We make use of the pipeline function from the 
huggingface api [8] to run the Text  Summarization process 
using the T-5 Model. “device=0”  implies we are using a GPU 
for computation. We pass a thousand records of our data 
from our dataset into the pipeline function to generate the 
summary. We make use of  the rouge metric for evaluation of 
our model. We use the rouge-1, rouge-2, and rouge-l 
evaluation techniques. 

 
Fig-6: Code for generating T5 scores 

 

4. Results 
 

We use the rouge metric introduced by Lin[10]  to evaluate 

results. Rouge stands for Recall-Oriented Understudy for 

Gisting Evaluation. It calculates the similarity between a 

generated summary with a list of reference summaries. 

The Rouge-1 and Rouge-2 are types of Rouge-N scores where 

N stands for n-gram. The formula is given by  

 
Fig-7: Rouge-N Formula 

 
We also use the Rouge-L score where L stands for Longest 

Common  Subsequence. The formula is given by 

 
Fig-8: Rouge-L Formula 

 
Each rouge score has a ‘f’, ‘p’ and ‘r’ metric which stands for 

F1-Score, precision, and recall respectively. 

 
Chart-1: Score Comparison of Bart and T5 

 
As we can see from the graph above, the Bart Model, given in 

blue, consistently outperforms in and generates more 

consistent summaries as compared to the T5 model. Given in 

blue. 

 

Chart-2: Rouge-1 score of every article 

The graph above shows us the scatter plot of the rouge-1 F1 

score of all the data points for the Bart (given in blue) and T5 

Model (given in orange). The Bart model has a higher average 

score compared to the T5 Model. 

5. CONCLUSIONS 
 
 In this paper, we compared the Bart and T5 model when it 
comes to text-summarization of news articles. We also 
prepared a method for the automatic scraping of articles 
from google news using just keywords related to the article. 
The scraping is more efficient as it picks up only relevant 
content while leaving the unnecessary, irrelevant content. 
After running the BBC dataset through our models, we found 
out that the Bart Model, having an average F1 score of about 
33% outshines the T5 model that has an average F1 score of 
about 26%. It also has better metrics when it comes to recall 
and precision across all rouge-1, rouge-2, and rouge-l scores. 
Hence, we can say conclusively that the Bart model is more 
efficient in summarizing mid-sized news articles as 
compared to the T5 model. 
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