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Abstract - This paper proposes an automatic video 
summarization algorithm using NLP based algorithms. With 
an increase in internet videos on the video repository 
platforms like YouTube, Instagram etc. there is an increase in 
demand for good summarization algorithms to summarize 
various videos. This paper aims to produce short and concise 
video summary that summarizes various YouTube videos. The 
proposed technique first summarizes the YouTube video 
transcripts based on which summarized video is generated. A 
web application that takes input as a YouTube video link, and 
the required summary duration from the user is also 
developed. Summarized video output is generated and 
displayed on the web page, after successful processing. 

1. INTRODUCTION  

The number of YouTube users in 2020 was approximately 
2.3 billion, and has been increasing every year. Every minute, 
300 hours of YouTube videos are uploaded. Almost one-third 
of the YouTube viewers in India access videos on their 
mobiles and spend over 48 hours a month on the website, a 
Google study said [11]. It is frustrating and time consuming 
to search for the videos that contains the information we are 
actually looking for. For instance, there are many Ted Talk 
videos available online in which the speaker talks for a long 
time on a given topic, but it is hard to find the content the 
speaker is mainly focusing on unless we watch the entire 
video. 

 Many machine learning based video summarization 
techniques are present but they require devices with large 
processing powers, this is because each video contains 
thousands of frames and processing all frames takes a very 
long time. In this paper we propose to use the LSA Natural 
Language Processing algorithm, which requires less 
processing power and no training data required to train the 
algorithm. 

2. PROPOSED SYSTEM 

The proposed system takes input of a YouTube video link and 
the time duration to which video has to be summarized as 
shown in Figure 1. After generating the summarized video 
using NLP based LSA algorithm, video output is displayed on 
the web page as shown in Figure 2. For the purpose of 
illustration, we have considered a Ted talk available on 
YouTube, and the summary for the Ted talk is displayed. 

 

Figure 1: User Input Page 

 

Figure 2: Final Output Page 

3. METHODOLOGY 

Existing video summarization systems require strong prior 
technical knowledge. Machine learning based algorithms 
require high processing power. Summarizing video based on 
it’s subtitle is the fastest way of generating video summary, 
because dealing with text is easier and faster compared to 
training various videos using machine learning models. 
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Chart -1: Methodology Chart 

 

3.1. YouTube video 

YouTube is the second most visited website worldwide. The 
range of videos on YouTube includes short films, music 
videos, feature films, documentaries, audio recordings, 
corporate sponsored movie trailers, live streams, vlogs, and 
many other contents from popular YouTubers. YouTube 
users watch more than one billion hours of video every day. 
Hence, we have considered YouTube videos as the data for 
our proposed video summarization algorithm. Using the link, 
YouTube transcript API will extract subtitles from that 
particular video. 

Downloading videos from YouTube is difficult. To do so first 
we have to copy the link of the video we want to download 
then paste the link in the YouTube video downloader website. 
This method of downloading is time consuming. 

Pytube is a lightweight, dependency-free Python library 
which is used to download YouTube videos easily. This can be 
achieved with just one or two lines of code. 

Pytube library creates the object of the YouTube module by 
passing a YouTube link of the video as the parameter. Then, it 
gets the appropriate extension and resolution of the video. 
Name of the file can be kept based on user convenience. After 
that, download the file using the download function of pytube 
library. This download function takes only one parameter: 
the location where downloaded files need to be saved. 

In python URLs are handled using the urllib method, which 
calls a particular url and handles results after visiting the url. 
We are using urllib to get the title of a video using the 
YouTube link. 

3.2. LSA Algorithm 

Latent Semantic Analysis LSA is an unsupervised approach 
technique in Natural Language Processing. It is an Algebraic-
Statistical method which extracts the features of the 
sentences that cannot be directly mentioned. These features 
are essential to data, but are not original features of the 
dataset. 

Working of LSA 

1. Term Co-occurrence Matrix: 

This matrix is of dimension (vocabulary size) * (vocabulary 
size). It represents the frequency of the words coming 
together in the dataset. The matrix helps to understand the 
words which belong together. Similarity between two 
different summaries is found out using cosine similarity 
between the summary matrix. 
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2. Singular Value Decomposition: 

SVD decomposes the matrix into three different matrices: 
orthogonal column matrix, orthogonal row matrix and one 
singular matrix. 

3. Sentence Selection:  

Using the results of SVD different algorithms are used to 
select important sentences. 

3.3. Moviepy python video editor 

After the required number of subtitles are generated using 
the LSA algorithm, these subtitles are used for further 
processing in the formation of the summarized video. After 
shortlisting the important subtitles, these subtitles are used 
to get the time duration during which they were spoken. Once 
these timings are obtained, we look for that portion of video 
clip duration in the video. Similarly, we look for all the 
required subtitles that were shortlisted for the summary and 
simultaneously concatenate each of the corresponding video 
clips. 

MoviePy library is used for concatenation of required video 
clips based on subtitles selected for getting the video 
summary.  

 RESULTS 

 

TABLE 1: Metric table of results 

 

TABLE 2: Metric table of Processing time and Memory 
usage 

Table 1  shows the result of the proposed algorithm used to 
obtain the video summarization using the subtitles of the 
video. The algorithm gives less than 5 seconds error video as 
output for the input given. 

Table 2 shows the metric table for results with memory usage 
and processing time. Here the memory usage and processing 
time results depend on the total time of the input video and 
the summary time requested by the user. 

4. CONCLUSIONS 

The increase in popularity of video content on the internet 
requires an efficient way of representing or managing the 
video. This can be done by representing the videos on the 
basis of their summary. 

1. Applying Natural Language processing on the subtitles 

We have a video with subtitles. We applied an Automatic 
NLP based LSA summarization algorithm on the subtitle to 
generate the summary. Basically, we converted the subtitles 
of the video into a text document and then applied the 
summarization algorithm. Python library sumy  provides the 
summary for a text document to the number of sentences 
you specify as argument. There are many summarization 
algorithms that we can use with the help of this library. But 
we have used the LSA algorithm.   

2. Fitting the duration which user provides 

Using the python library sumy, it is possible to   rank each 
sentence (or subtitles in our case). Each subtitle has a certain 
duration in the video. In order to fit the user duration, we 
found the average duration of each subtitle by dividing the 
Total duration of the video with the Number of subtitles. 
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Using this average duration we have found the approximate 
number of sentences which we need to produce the 
summarized video. This summarization technique works in 
such a way that the top most ranked subtitles are taken into 
consideration for the final summarized video. If the total 
duration of the summarized subtitles are more, then it is 
possible to reduce the one that is least ranked and vice versa. 
In this way, it is possible to fit the video to the time provided 
by user. 

3. Creating the final summarized video 

So now we got the summary of the subtitles and now we 
have to generate the summarized video. We have used the 
python module called Moviepy. Using the time stamps in the 
summarized subtitles we divided the video into several 
segments and finally merged to create the final summarized 
video.  Hence by following the above steps we were able to 
generate the video summarization for the given video. 
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