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ABSTRACT: The COVID-19 pandemic has caused major 
crisis with respect to the health of most of the human 
beings in most of the places of the world which leaves a 
greater impact by affecting the health of the people. Major 
effective methods are made by maintain social distancing 
and compulsorily wearing a mask. By wearing a mask, it 
mainly reduces the risk of transmission of the disease. We 
are trying to present a hybrid model using classical 
machine learning algorithms, deep learning for the 
detection. The dataset includes images with and without 
mask where we try to make use of OpenCV for the real-
time detection using a webcam. As it is compulsory to 
wear face masks in public areas and for enhanced safety of 
people, we make sure to implement such systems for safety 
and security reasons. The same model can also be use in 
workplaces to ensure all the employees wear their masks 
throughout the day. We are using dataset to build a 
COVID-19 face mask detector using computer vision, 
TensorFlow, python and Keras. Our main goal is to identify 
whether a person on image/video stream is wearing a face 
mask or not with the help of deep learning and deep 
learning. As face recognition also represents the 
modalities of biometric. 

1) INTRODUCTION 

1.1 MACHINE LEARNING: 

Machine Learning automates analytical model building 
knows as data analysis. It is a subset of one of the most 
popular intelligence known as Artificial Intelligence 
which is based of the data which systems can ideally 
learn from that is the preprocessed data then it identifies 
the patterns according to the previous data and it makes 
prior decision with minimal human intervention. It was 
eventually born from the pattern recognition and the 
theory that computers can easily learn without being 
programmed to perform some specific tasks as 
researchers are interested mainly in artificial 
intelligence and wanted to see if computers can learn 
from data. The main iterative aspect of machine learning 
is very important as it models re exposed to new data 
hence, they would be able to adapt independently. The 
main interest in machine learning is developed by some 
factors that have made Bayesian Analysis and data 
mining popular than ever. The highest and most 
available varieties of computational processing, data is 
much cheaper, but powerful and comes with an 
affordable data storage. Machine learning is mainly used 
in industries like finance, retail, healthcare, oil& gas, 
transportation etc. it is mainly used in those industries 

as it can successively predict and analyze the data 
eventually and better accuracy with the output data. 

1.2 DEEP LEARNING 

Deep learning is a learning that is similar to a learning 
and functions of the human brain. It is mainly also 
known as the subset of one of the popular technologies 
that is machine learning. It mainly works as similar to 
the human brain because this contains something known 
as neural networks in the working process but since it is 
manmade it is known as artificial neural networks. It 
mainly works without human intervention and it can 
also draw data from unlabeled and unstructured 
datasets. It uses a hierarchical standard of artificial 
neural networks to carry out the whole process of 
training which is used for machine learning algorithms. 
The artificial neural networks are built similar to the 
neuron present in the human brain and the main neuron 
nodes are connected together like a spider web. There 
are 3 types of neural networks used in deep learning 
which are as follows:  

 Artificial Neural Networks (ANN): Figure 1.1: ANN It 
is a multiple group of neurons/perceptron’s at each 
and every layer and it is also known as Forward 
Neural Network because all the inputs are processed 
only in the forward direction. It mainly consists of 3 
layers that is Hidden, Input & Output. The input layer 
accepts the inputs from the system, the hidden layer 
processes the inputs from the systems and the output 
layer produces the result 

 

 

 

,  

Figure 1.1: ANN 

 Convolutional Neural Networks (CNN): 

 These types of neural networks are used mainly used in 
applications such as image and video processing 
projects and these neural networks play a very 
important role in the deep learning community. The 
main building blocks of these NN are kernels which are 
basically filters for these NN, they are mainly used to 
extract features from the input data using the 
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convolution operation. The main advantages of CNN are: 
that these NN filters automatically without mentioning 
it explicitly and they help in extracting the relevant and 
right features from the input data. 

Figure 1.2 : CNN 

 Recurrent Neural Network: 

 

 

Figure 1.3: RNN 

Recurrent Neural Networks are types of neural networks 
which are mainly used for voice recognition and for voice 
search etc. It is the one of the first algorithm which used 
by companies like Apple & Google’s voice search for 
which the algorithm remembers its input because of an 
internal memory which makes it suited perfectly for 
problems dealing with sequential data in the field of 
machine learning 

1.2 Computer Vision: 

It is a sub-field of Artificial Intelligence that trains 
PC/Computers to understand and interpret the visual 
world. The input data in a computer vision system is 
done real time or by a preloaded image/video for which 
the computer then decodes and detects information or 
detects entities from the input data. It works very similar 
to a human vision except those human beings have a 
head start. As human sight has a very good advantage 
that is they contain the context to train and how to tell 
objects apart, how far away they are and if there is 
something wrong going on or not. As a human being gets 
trained since childhood with all the memories, he/she 
sees with the naked eyes and as this training leads to 
predicting the next step in a situation after being viewed 
from the naked eye. Computer Vision requires an input 
source that is a webcam or a CCTV camera. 

 

 

Figure 1.4: Pedestrian Detection 

 

Figure 1.5: Vehicle Detection 

1.3 OPEN CV: 

Open CV is basically an open-source computer vision 
library which is mainly used for solving computer vision 
problems in a program, in most of the cases the program 
is always written in Python. 

It was mainly built for providing a common 
infrastructure for computer vision applications and to 
accelerate the use of machine learning in commercial 
products. This library has more than 2500 optimized 
algorithms which also includes a comprehensive set of 
both 5 classic and normalized computer vision and 
machine learning algorithms. These algorithms are 
mainly used to detect objects, faces, classify human 
action in videos and also tries to track the movements of 
objects in videos. 

 

Figure 1.6: OPEN CV 

1.4 TENSORFLOW: 

It is mainly an open-source software which is used 
mainly to train and develop machine learning models 
and algorithms. It has a flexible, comprehensive 
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ecosystem of tools and libraries and community 
resources which enable a bright use of such libraries in 
the training models. The advantages are that models can 
be easily bult, we can easily deploy and train models in 
the cloud or on any device with whatever language you 
code in, it way too powerful and effective. Most of the 
people and industries who work with machine learning 
and Artificial intelligence use the TensorFlow library as 
it makes things easier for them. 

 

Figure 1.7: TensorFlow 

1.5 KERAS: 

It is one of the most used deep learning frameworks by 
most of the users because it makes it easier for users to 
run new experiments and it empowers the users to try 
out new ideas and to increase their competition with 
respect to ideas and innovation. One main advantage is 
that the users can easily deploy capabilities of the 
TensorFlow platform and they can easily export models 
such as JavaScript to run directly in their web browsers 

 

Figure 1.8: KERAS 

1.7 APPLICATIONS: 

In the current situation with the COVID-19 pandemic it is 
very important for every individual for wearing a mask 
in public areas as this reduces the transmission of the 
virus from person to person. Face Mask Detector being a 
tool which detects if a person is wearing a mask or not. 
This type of project can be used in most of the public 
areas where cameras can detect if individuals in public 
areas are wearing masks or not. It is an effective system 
that enables to check and detect if people are wearing 
masks or not, as it is done on a real time basis so the 
algorithms and codes should directly be implemented on 

the existing CCTV cameras. 

 

 

 

 

 

 

  Figure 1.10 Application of Face mask Detector 

 

Figure 1.11 Application of Face Mask Detector 

II PROPOSED SYSTEM 

2.1 METHODOLOGY: 

 

Figure 1.9: Methodology of the project 

2.2 NEED OF THE PROJECT: 

In this time during the COVID pandemic wearing of face 
masks have become really very important and crucial for 
people to wear masks and a project like this will help the 
government for surveillance, monitoring and safety 
purposes. As this be easily adapted with the CCTV 
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cameras so it is better that a system like this is gets 
implemented soon. Real time information can be 
identified, captured and be recorded for maintaining 
safety standards in a certain place. Instead of a person 
monitoring another person for wearing a mask which is 
very risky, it will be better if the system can identify the 
following aspect. 

 

Figure 1.12 Need of the Project 

II) WORKING & IMPLEMENTATION 

2.1 Dataset: 

 

Figure 1.13 Dataset with Facemask 

 

 

 

 

 

Figure 1.14 Dataset without Mask 

The dataset was divided into 2 categories that is with 
mask and without mask so that the model can have 
better accuracy compared to the model which are just 
trained with just the face mask data and it is mainly used 
for the input dataset for training to detect for a real time 
video. 

2.2 Data Preprocessing: 

Most of the images have been augmented using open-
source computer vision library (OPEN CV) which was 
then applied to all the input raw images to that those can 

be converted to clean versions which could easily be 
used as input for the neural network. 

2.3 Extracting the images from video samples: 

We cannot train the neural network in the video data; we 
need different and a huge number of images to train the 
model in order to train the machine. The video 
specifications are at 30 frames per second and all these 
frames get converted directly into images and then 
hereby result to a total of 60,000 images 

2.4 Data Accretion: 

In the first phase of Deep Learning training, it is very 
important to have a lot of data so that the model can 
learn all the variations in the images. A common method 
to increase the number of training sets is to use data 
accretion. It was also used to generate new images by 
performing a set of accretion operations on the images 
which were extracted from video frames. 

 

Figure 1.15: Data Accretion 

2.5 Extraction Coordinated from Images 

To locate and find main parts of the face such as mouth, 
nose, jawline, eyes facial coordinates are used. These 
coordinates are essential for head pose estimation, blink 
detection, yawning detection, etc. An open-source C++ 
library has a pre-written function that can be used to 
obtain facial coordinates. This library is programmed to 
find the y & x coordinates of more than 67 facial 
coordinates to map the facial structure. 

 

Figure 1.16: Extraction Coordinates from Images 

2.6 Training the model: 

While training we need to made a virtual python 
environment and name it ‘test’ and then activate it and 
then install all the requirements in it and then we can 
start the training by having an optimal number of epochs 
for the CNN and the training of the neural network is 
very necessary as the model learns patters that are 
specific to sample data to a great extent. The total 
number of epochs used in this project is 20. 
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Figure 1.17: Training & Accuracy 

 

Figure 1.19: Training & epoch values for the model 

 

 

 

 

Figure 1.20: Training & epoch values for the model (1) 

III) RESULT 

3.1 Result & Output: 

The output of the system detects if a person is wearing 
mask or not and it mainly also shows the accuracy. If a 
person is wearing a mask and depending of him/her 
wearing his/her mask an amount of accuracy is 
predicted by the system. 

 

Figure 1.21: Output video for a single Individual 

 

 

 

 

 

 

Figure 1.22: Output Video for many individuals. 

The maximum accuracy of the model was 98% for face 
mask detection after training. The frameworks which 
were used are OpenCV, keras, TensorFlow, mobileNETV2 
etc. This model is very accurate since the MobileNETV2 
architecture was used it became very efficient and it was 
easy to deploy the model to embedded systems and also 
the face mask detector did not use any morphed masked 
images in the dataset. This type of system can be used in 
real-time applications like for corporate companies, 
schools, classes for maintain safety standards due to the 
outbreak of COVID-19. 

 The mask detection happened in 2 cases:  

 Identification on live webcam: The system detects 
if person/persons is/are wearing a mask or not and it 
mainly detects it in a live video stream with an 
accuracy of 98% 

 

 Identification for an input image: 
 
The system detects if the particular person is wearing a 
mask or not for a provided input image and detects 
identifies if that particular person is wearing a mask or 
not in that input image. 
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Figure 1.23: Input Image 

 

Figure 1.24: Output Image after face mask detection. 

IV) CONCLUSION & FUTURE SCOPE 

4.1 Conclusion: 

The project was completed in stipulated time and met all 
the objectives. As companies are emerging with high and 
innovative technologies, some of the technologies should 
also be used for maintaining enhanced safety for the 
people which is turn is a benefit for the society. The 
models were tested real time video-streams and images 
with an optimal accuracy and as the optimization of the 
system is a constant process and as it is accurate solution 
after considering the hyper parameters and a specific 
model could be used as a case for the edge analytics. 

4.2 Future Scope: 

In the near future we tend to integrate this model with 
the temperature sensors and blood pressure sensors by 
which if a person would stand in front of a screen the 
camera would detect if he/she is wearing a mask or not, 
the infrared sensor will the check the temperature of a 
person and hence the applications of each sensor would 
be used and the person will get an optimal report with 
the data on the screen. 
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