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Abstract - There are many things that humans have in 
common, yet there are other things that are very unique to 
every individual and one of them is handwriting. 
Handwriting is a skill that is personal to individuals. It has 
continued as a means of communication and recording 
information in day-to-day life. Because each person's 
handwriting is unique, it is sometimes hard to interpret the 
information they try to convey. As computerization is 
becoming more prominent these days, Handwriting 
Recognition is gaining importance in various fields. The 
major focus is to understand the handwriting and convert it 
into readable text. Deep learning, an ability of Artificial 
Intelligence (AI), is used for the system to learn the input 
automatically and convert the handwritten text to printed 
text. 
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1. INTRODUCTION  
 
Handwriting has continued as a means of communication 
in our day-to-day life. As each person's handwriting is 
unique, it is sometimes hard to interpret the information 
they try to convey. Handwriting Recognition is an ability of 
a computer to receive and interpret intelligible 
handwritten input from sources such as paper documents, 
photographs, touch-screens and other devices. Though it 
is a difficult problem due to the great variations of writing 
styles, different size and orientation angle of the 
characters, it is still found useful for the applications in 
some way. The main objective is to understand the 
handwriting and convert it into readable text, which 
includes characters, words, lines, paragraphs etc. In this 
project, the challenge is classifying the image of any 
handwritten word, which might be of the form of cursive 
or block writing. Along with this, Text-to-Speech is used to 
help people who have trouble reading on-screen text. 

2. RELATED WORKS 
 
Hao Zeng et al. proposes a method that focuses on using a 
simpler neural network instead of complicated ones that 
require high quality computer configuration to recognize 
handwritten digits with relatively promising accuracy[1]. 
MNIST dataset is used to train the neural network. An 
Efficient Algorithm for Real-Time Handwritten Character 

Recognition in Mobile Devices[2] that is used to measure 
the algorithm efficiency, tests were applied to 8 persons, 
who are related to the computing scene and outside it, 
with different writing styles. Mobile Client-Server 
Approach for handwritten digit recognition [3] is another 
one, in which CNN was also used to improve the 
performance of neural networks. The digit recognition 
consists of some modules for the processing. 

Rohan Vaidya et al. designed an image segmentation based 
handwritten character recognition system using Deep-
Learning [4]. OpenCV was used for performing Image 
processing and Tensor flow was used to train a neural 
network. Haishi Du et al. proposed a system that identifies 
words using acoustic signals generated by pens and paper 
using Deep-Learning [5]. The framework is created with 
three major components: segmentation, classification, and 
word suggestion. Handwritten Document into Digitized 
Text Using Segmentation Algorithm [6]. The main aim is to 
help in preserving history by making information 
searchable, easily, and reportable without the need for 
human labor. 

Edgard Chammas et al. proposed a mobile application that 
is built on a distributed architecture that allows tourists to 
obtain additional information about location and menu 
entries in the Arabic language [7]. The recognition of 
printed texts is done using optical character recognition.  
SolveIt- an Application for Automated Recognition and 
Processing of Handwritten Mathematical Equations[8]. 
Here a convolutional neural network (CNN) is used to 
classify symbols. The recognized symbols are strung 
together to form an equation that can be parsed by the 
math engine (SymPy2). A framework that takes the image 
of multiple printed-papers using a mobile device's camera 
is used in Optical Character Recognition (OCR) 
Performance in Server-based Mobile Environment. After 
the first image is captured, the image is then directly sent 
to a server.  Server processes the image using the OCR 
application directly and sends the text file back to the 
mobile device [9]. Handwritten Character Recognition to 
obtain Editable Text [10] is a system proposed by Ms. Jyoti 
A. Katkar. No internet connectivity is required for 
character recognition in the system. And the system offers 

90% accuracy. 
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3. PROPOSED METHOD 
 
This is a mobile application for handwriting recognition. 
When the user opens the application, the sign in / signup 
option appears. Registered users along with the guests can 
access the application. The user can register using their 
email-id and can set a password for their account. The 
user can upload the image either by capturing the image 
or input the image from the system’s storage. The 
uploaded image is then processed in a neural network 
model (NN model) which identifies the characters, i.e.; the 
digits, alphabets or special symbols. After identifying these 
characters, they are converted into text (printed text) and 
this processed document is sent back to the user as output. 
The application has another feature which is text-to-
speech conversion that converts the printed text into 
speech. This feature is mainly for the users who have 
difficulty in reading text from mobile phones. An overview 
of the system is given in figure 1. 

 

Fig - 1: An overview of the system 

4. VARIOUS MODULES IN THE PROPOSED SYSTEM 

The design of the proposed Handwriting recognition 

system can be broadly categorized into two significant 

parts – front-end and back-end, which is divided into five 

modules – Registration and authentication, Image 

processing, Neural network modeling and training, 

Character recognition and Text-to-speech conversion. For 

the front-end, Flutter is used. Flutter is an open-source UI 

software development kit created by Google. It is used to 

develop applications for Android, iOS, Linux, Mac, 

Windows, Google Fuchsia, and the web from a single 

codebase. And for back-end keras, opencv, tensorflow lite, 

google text-to-speech, and firebase are used. 

4.1 Registration and Authentication 

The registration module consists of the user's sign-up and 
login procedures. The user can create an account by 

adding an email-id and password and can login from 
anywhere at any time using that email-id and password.  
 

4.2 Image processing 
 
The image processing module is divided into two phases: 
a) Image Uploading,   b) Image Preprocessing  
 
In Image Uploading the image can be given as an input 
either by capturing the image through a mobile camera or 
by selecting an image from the mobile storage. Only one 
image can be given as the input. In Image Preprocessing, 
this phase is divided into two parts: Image Preprocessing 
and Segmentation. Image Preprocessing involves different 
stages of operations in order to enhance the image for 
further processing. Preprocessing involves resizing of 
image, gray-scaling and binarization.  The input images 
can be of varying size, so the images are resized to a 
standard size before feeding the input to the model. Gray-
scaling is the process of converting an image from other 
color shades to shades of gray. Gray-scaled images are 
typically composed of shades of gray, varying from black, 
at the weakest intensity to white, at the strongest. The 
values of intensity range from 0 to 255. Binarization is the 
process of transforming character image into the binary (0 
and 1) form. It is an important stage to be performed on 
gray scale images. Segmentation and character recognition 
would be much easier once the process of binarization is 
carried out in a proper manner.  
 
Image segmentation is the process of partitioning an 
image into multiple segments. Image classification is the 
process of predicting a specific class, or label, for 
something that is defined by a set of data points. A 
comparison takes place between the input and the stored 
values (patterns) to find the appropriate match class for 
the input images. The training and test dataset are 
reshaped so that the refined dataset can be given to the 
model. 
 
Keras [12] is an open-source software library that 
provides a Python interface for artificial neural networks. 
It acts as an interface for the TensorFlow library. Keras 
has support for convolutional and recurrent neural 
networks and other common utility layers. 
 
TensorFlow Lite [13] provides a framework for a trained 
TensorFlow model to be compressed and deployed to a 
mobile or embedded application. The computationally 
expensive process of training can still be performed by 
Tensor Flow in the environment that best suits it. 
 

4.3 Neural Network Modeling and Training 
  
A Convolutional Neural Network (CNN) [14] is used to 
perform recognition tasks and classification. The following 
steps are performed in the CNN model: 1. Input image is 
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fed into the CNN layers, 2. Image processing, 3. 
Comparison and prediction takes place 4. Output is the 
printed text. A CNN model for recognizing the handwritten 
characters was created using Keras and Tensorflow 
backend. Keras is an open-source software library that 
provides a Python interface for artificial neural networks 
and also acts as an interface for Tensorflow library.   
 
The CNN model is followed by two bidirectional LSTMs 
consisting of 256 units each and the weights of the 
convolutional layers are initialized to he-normal. To 
introduce non-linearity in the convolutional layers, the 
activation function ReLu is used and Softmax activation 
function is used for the output layer. 
The LSTM is designed to overcome the error backflow 
problems through carousels in their special units. This is 
all done with still a low computational complexity of O(1) 
and additionally the LSTM improves the RNN with the 
ability to bridge time intervals.  
 
RNNs are limited in detecting cursive handwriting, where 
segmentation is difficult to determine. Therefore, 
Connectionist temporal classification is added as an output 
layer for sequence labeling tasks. The main different step 
to RNN is that the network output gets transformed into a 
conditional probability distribution over, for example, 
label sequences. Then the most probable labeling for a 
given input sequence is chosen. The key benefits of CTC 
are that it does not explicitly model dependencies between 
labels and it obviates the need for segmented data. 
Furthermore, it allows training directly for sequence 
labeling. 
 
The Kaggle dataset for handwriting recognition is used in 
this model. This dataset contains 400,000 images of 
handwritten names of varying size and has image labels 
along with it. Here 30000 images are used for training the 
model and 3000 images for testing the model. The training 
and testing .csv file are accessed using pd.read_csv (). The 
dataset images are converted into grayscale and 
preprocessed i.e.; removing the white spaces and 
reshaping the image, before inputting the images to the 
model. CNN is used to take the input image and use filters 
on the pixels of the image. To create CNN, the following 
layers are defined- 
 

1. Input layer: It takes the input image of size (256, 
64, 1). 

2. Convolutional layer: It is used to extract features 
from the given input image and ReLu activation 
function is used to add non-linearity to the 
network. 

3. Batch Normalization layer: It is used to normalize 
the output of the previous layers. 

4. Max pooling layer: It is used to reduce the 
mobility of the feature map to prevent overfitting. 

5. Dropout layer: It is used to prevent the model 
from overfitting. 

6. Dense layer: A fully connected layer which 
connects the previous layers to the next layers. 

The last two layers are of LSTM, which learns from the 
extracted features obtained from the previous layer and 
predicts the output. The output layer uses the activation 
function called Softmax, which is used to predict the 
probability distribution. It is used to normalize the 
outputs, converting them from weighted sum values into 
probabilities that sum to one. The rectified linear 
activation function or ReLU for short is a piecewise linear 
function that will output the input directly if it is positive, 
otherwise, it will output zero. The ReLu activation function 
is used here. It has become the default activation function 
for many types of neural networks because a model that 
uses it is easier to train and often achieves better 
performance. 
 
To calculate the loss function, CTC loss function is used 
where all the possible alignments' scores of the ground 
truth are summed up. In this manner, it is not significant 
where the character occurs in the image. After the model 
is created and loss is calculated, the model is configured 
with loss using model.compile (). The model is trained 
using model.fit () with epoch_size=50 and batch_size= 128. 
For the model, the model has 21 layers, all the layers and 
summary of the model is given in figure 2. 

4.4 Character Recognition 

The handwritten character image is converted into printed 
text by sending the image to the model. In the model, each 
character is recognized after preprocessing and they are 
converted into readable text. 

4.5 Text to Speech conversion 

The printed text is converted into audio by sending the 
printed text to the text-to-speech converter. Google Text-
to-Speech is used for this. It is a screen reader application 
developed by Google for its Android operating system. It 
powers applications to read aloud (speak) the text on the 
screen with support for many languages. This audio 
feature can be used by the user only if they want to hear it. 
However the audio is generated after character 
recognition. 

5. TECHNOLOGIES USED 

Front-end:-  

● Flutter 
Back-end:- 

● Keras 

● OpenCV  
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● Tensorflow Lite 

● Google Text-to-speech  

● Firebase 
 

 
Fig - 2: Model summary 

6. EXPERIMENTAL RESULTS 

Training loss is the error on the training set of data. 
Validation loss is the error after running the validation set 
of data through the trained network. The loss obtained by 
the model is shown as a graph in figure 3, i.e.; how well or 
poorly the model behaves after each epoch. The red line 
represents the training loss and the blue line represents 
the validation loss. Our aim is to make the validation loss 
as low as possible. 

 
Fig - 3: Loss graph of the model 

 
The accuracy of the model is represented in figure 4. The 
accuracy of a model on examples it was constructed on is 
called as the training accuracy and the validation accuracy 
is the accuracy you calculate on the data set you do not use 
for training, but you use (during the training process) for 
validating (or "testing") the generalization ability of your 
model or for "early stopping". The blue line indicates the 
training accuracy and the red line indicates the validation 
accuracy. 

 
Fig - 4: Accuracy graph of the model 

 
The login page of the system is shown in Figure 5. The 
user can login to the app using their credentials. 
 
The image can be captured using the mobile camera or by 
uploading it from the device storage. This is shown in 
figure 6. 
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         Fig -5: Login page              Fig -6: Scanning image  
 
Here the image is captured using the device camera. It is 
shown in figure 7. The captured image is given to the 
model and it is preprocessed. Thus the printed text output 
is obtained. The text-to-speech conversion is done here 
and the audio output is generated. The generated printed 
text output is shown in figure 8. 
 

 
     Fig - 7: Image capturing    Fig -8: Printed text output 

 
 

CONCLUSION 
 
A mobile application is designed to provide a facility to 
convert written text into printed text. Along with this, 
Text-to-Speech is incorporated to help people who have 
trouble reading on-screen text. This application in the 
wider range will help many people in their day to day 
activities. The model created for handwritten character 
recognition has proved to be of fairly good efficiency.  
 

FUTURE SCOPE 
 
In future work, we train the model to read a whole 
handwritten or non-handwritten document and convert 
the printed text to different languages. We also 
incorporate a personalized scanned file storage set-up for 
each registered user. The model can be trained further for 
specific purposes. 
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