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Abstract - The Agricultural sector plays an important role in sustainable economic growth and food security. But crop diseases 
often causes a great threat to achieve this growth.  A successful outcome depends entirely on early  detection and classification of 
plant diseases. This created various opportunities of new possibilities for research in this area. Nowadays, a lot of work is being 
done to recognize and classify plant diseases more precisely using neural networks. This paper presents a Convolutional Neural 
Network (CNN) model method for leaf disease detection and classification. I have modeled a CNN for automatic feature extraction 
and classification for classify the healthy and diseased leaves. The experimental results validate that the proposed method 
effectively achieves good accuracy. 
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1.INTRODUCTION  

Plant diseases affect the growth and crop yield of the plants and make social, ecological and economic impacts on agriculture. 
Recent studies shows that about 50% crops get damaged due to diseases. Plant leaf diseases causes huge number of economic 
losses to farmers. Early detection of the diseases deserves special attention.  The predictions are done according to the visible 
surface of plants leaves. Early Detection of diseases as soon as they appear helps for effective disease management.  
Traditionally detection is carried out by human experts or by means of mechanical cultivation.  Detecting and Classifying 
Diseases in a timely manner is of the great importance so save the crops and plants leaves from further damaged. [1]. In recent 
years, CNN models have been widely used in image classification problems .Mercelin at al. [2] the Convolutional Neural 
Network model is created and developed to perform plant disease detection and classification using apple and tomato leaf 
images of healthy and diseased plants.The four-layer convolutional layers each followed by pooling layers model is designed. 
Two fully connected dense layers and sigmoid function is used for detection of presence of disease or not. Apple and Tomato 
leaf image dataset containing 3663 images used for training purpose which achieves an accuracy of 87%. The overfitting 
problem is identified and removed by setting up the dropout value to 0.2. Lee at al. [3] introduce a hybrid model to extract 
contextual information of leaf features using CNN and Deconvolutional Networks (DN). Konstantinos at al. [4] performed 
several pre-trained CNN models on a large open leaves dataset. Their studies show that CNN is highly suitable for automatic 
plant disease identification. Durmus at al. [5] used the Alex Net and the Squeeze pre-trained CNN models on tomato leaves 
from an open dataset to detect diseases and achieves good results. 

1.1 Convolutional neural network 
Deep learning is a class of the machine learning algorithms that consist of sequential layers. Each layer output used as 
input for the preceding layer. The three types of learning process are there unsupervised, supervised or semi-supervised. 
Representation learning algorithms makes optimizations to find the most efficient way to represent the data [5]. In Deep 
learning there is no need for division for the feature extraction and the classification because the model automatically 
extracts the features while training the model. It is used mostly in research areas such as image processing, image 
restoration, speech recognition, natural language processing and bioinformatics. CNN model is preferred as a deep 
learning method in this work. CNN, can easily identify and classify objects with minimal pre-processing, and successfully 
analyze the visual images and can easily separate the required features with its multi-layered structure. There is main 
four layers: convolutional layer, pooling layer, activation function layer and fully connected layer. 
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Fig1 CNN model diagram 

A.Convolutional Layer CNN takes its name from the Convolution layer. In this layer, a series of mathematical calculations are 
performed to extract the feature map of the input image and input image is reduced to a smaller size using a filter. The filter is 
shifted step by step starting from the upper left corner of the image by defining the stride size. At each step, the values in the 
image are multiplied by the values of the filter and the result is summed up to form a new matrix with a smaller size is created 
from the input image.  

B Pooling Layer The pooling layer is applied after the convolution layer. The size of the output matrix obtained after the 
convolution layer operations are reduced in this layer. Filters of different sizes can be used in the pooling layer, mostly 2x2 
size filter is used. Several functions such as max pooling, average pooling can be used in this layer. In this work, max pooling 
filter with stride 2 has been applied. In Max pooling the largest value in the sub windows is selected and this value is 
transferred into a new matrix 

C.Activation Layer In artificial neural networks, the activation function provides a curvilinear relationship between the input 
and output layers. It affects the network performance. Non-linear learning of the network can be achieved with the help of 
activation function. Different activation functions, such as linear, sigmoid, hyperbolic tangent, exist, but the nonlinear REL 
(Rectified Linear Unit) activation function is commonly used in CNN. In REL, values less than zero are changed to zero, while 
values greater than zero are unchanged by (1). f(x) = 0, if x < 0. x, otherwise. (1). Dually Connected Layer The matrix obtained 
in last, after performing all the operations convolution, pooling and activation, is fed into the fully connected layer as input. 
Recognition and classification are performed in this layer. 

2. Proposed Methodology 

In this proposed method we define a CNN model that helps to extract the features automatically and classify the plant leaves as 
healthy or infected. Steps to be performed during the research. 

1.Image Acquistion: 

The plant village dataset is taken for this research. Plant village dataset is available publicly. In this dataset is divided into 15 
diseased classes and it contains healthy class of various plants leaves. 

2. Label the data  

In this part we assign label to the healthy and diseased images with the help of inbuilt function label binarizer in python. 
Healthy leaves assigned 0 label and diseased leaves assigned 1 label. 

3. Define the CNN model architecture 

In this part 5-layer CNN model is defined for 256*256 input images. CNN model consists of various filters at each input layer to 
extract the maximum features from the input images and at last classification is done at the end to identify the whether the 
leaves is healthy or infected. 

4.Testing of model. 
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Fig2: CNN architecture 

3. Experimental Results 

1.Dataset collection: in this part we load our plant village dataset to machine. fig [3] shows the loading part of data on machine 
model. 

 

Fig3: Dataset loading 

2.Label assigning: in this part we assign the labels to our classes ‘0’ assigned to unhealthy class and ‘1’ assigned to healthy 
class. Fig4 shows the result which get after assigning labels to the class. labels are assigned with the help of label binarizer 
class  

 

Fig 4:  assigning labels 
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3.CNN model result 

In this part I get output parameters for  CNN model defined. The fig 5 shows the output of CNN model which defines various 
parameters values at the run time  

 

 

Fig5 CNN model overview with total parameters 

4. Epoch counting: epoch counting provides us the details of losses occurred each time model trained. fig6  
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Fig 6 epoch counting 

5. Accuracy graphs: there are two graphs which we got in our experimental result  

1).Training and validation accuracy: this graph represents the accuracy at the trainning time at each epoch. 

 

Fig 7Training and validation accuracy graph 

2). training and validation loss graph: this graph represents the training and validation loss occur at each epoch. 
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Fig 8 training and validation loss graph 

6. Testing accuracy : this figure represents the testing accuracy and model achieves the 93.64% accuracy effectively.  

 

Fig 9 test accuracy 

4.Conclusion 

In this paper, plant village dataset is used for diseases detection and   classification. Approach based on Convolutional Neural 
Network. The dataset consist of more than 3000 images of various plants leaves images. Each input image matrix has been 
convoluted. RELU activation function and max pooling have been implied to the output matrix. The experiments have been 
carried out on healthy and diseased leaf images to perform classification. It is concluded that the proposed method effectively 
recognizes the leaf diseases. To improve recognition rate in classification process different filters or different size of 
convolutions can also be used by increasing the number of epochs and using SVM classifier for classification. 
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