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Abstract - The online interaction among people happens 
mostly using social media. There are recent developments in 
social media. It has challenges to the research community. The 
challenge is to analyze the online interactions among people. 
There are several social networking sites where people can 
share their views on a particular topic. The recent research 
reveals that on average 20 to 40 % of all teenagers have been 
victimized because of online social networking sites. 

In this paper, we mainly focus on the particular form of 
cyberbullying. This form is nothing but a form of cyber 
victimization. This can be prevented by adequate detection of 
such harmful messages. As there is a massive load on the web 
information, there should be an intelligent system to detect 
such cyberbullying. The system should identify the potential 
risk automatically. In this paper, we represent the 
construction and annotation of a corpus. The fine-grained 
annotations in cyberbullying such as text categories, insults, 
abusive words involve cyberbullying. The dataset has the 
construction of curse words and abusing words. The 
identification and intimation are done. We present the proof of 
concept experiments on automatic identification. The fine-
grained annotations are used for the identification of 
categories of cyberbullying. 
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1. INTRODUCTION  
 

Web 2.0 has risen and has substantially affected the 
relationship and communication in today’s society. The 
different forums or blogs and social networking sites such as 
Twitter, WhatsApp are important means of communication. 
These are especially attracted towards the children or 
teenagers. As children are using the web, the internet is 
perfectly safe and enjoyable but there are some risks 
involved in it. Social media communities can be harmful to 
teenagers. The youngers can be confronted with threatening 
situations. The threatening situation can be cyberbullying.  

 
This paper focuses on cyberbullying. This is one of 

the problems that emerged with the growing popularity of 
social media. The adoption of these social media sectors in 
our daily lives. Social media possesses several features. 
These features make a convenient way for cyberbullies to 
target their victims.  Traditional bullying was limited to 
schoolyards and youth movements. Cyberbullying can 
continue at home. Cyberbullies can reach their victims using 

technology. Technological devices like mobile phones or 
laptops at any place and at any time of the day. The online 
content is exposed to a large audience and it's very difficult 
to remove it. If any message is reposted or liked or shared 
then it increases the impact of an offensive or hurtful 
message though it is posted only once. So for many years, 
cyberbullying becomes a very important problem. This 
problem needs to handle as it’s a challenge to stop 
cyberbullying. 

A recent study among the 2000 Flemish secondary 
school students shows that almost 11% students of them 
had been bullied at least once in the six months. The online 
survey reports named The large-scale EU Kids Online report 
revealed that 17 % of students. 

 

2. LITERATURE SURVEY 
 

Cyberbullying is the most widely covered research 
topic. In the past few years, especially in the social sciences, 
the students have been focused on the conceptualization of 
cyberbullying and the occurrence of the phenomenon. 

 
There are different types of cyberbullying that have 

been identified and the consequences of cyberbullying have 
been investigated. 
 
  Recent studies have been focusing on the use of NLP 
techniques. The NLP is nothing but its Natural Language 
processing. The NLP focused on the use of NLP techniques 
for the detection and prevention of cyberbullying. The 
involvement of the supervised machine learning approach 
can be studied in the prevention of cyberbullying.  Yin et al. 
[2] applied a supervised machine learning approach for the 
automatic detection of cyber harassment. 
 
  They combined local to-IDF features with sentiment 
features and features capturing the similarity between 
several posts and obtained an F-score of 0.44. Dadvar [15] 
applied a hybrid approach combining supervised machine 
learning models with an expert system that incorporates 
knowledge from a sociological and psychological point of 
view to recognize cyberbullying. They showed that 
combining user information and expert views with lexical 
features, yields fairly good results (F = 0.64). Reynolds et al. 
[17] applied rule-based learning to develop a model for 
detecting cyberbullying based on textual features.  
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3. LIMITATIONS OF THE EXISTING SYSTEM. 
 

The existing system is not providing alerts of 
cyberbullying. The current system has limitations of the 
dataset. The wide variety of dataset, fine-grained annotation 
type of dataset is not used. Also, the system is not going to 
update the dataset. The old data has the limitation of 
updating it.  

 

4. PROPOSED SYSTEM MODEL/ ARCHITECTURE 
 

 
 

In the paper, we have tried to explore the feasibility 
of automatic classification of cyberbullying events. The 
binary classifier was developed for the differentiation of 
cyberbullying from non-cyber bullying posts. The more fine-
grained text categories are related to cyberbullying. The 
binary classifiers are built for each of these categories. The 
support vector machine (SVM) as used for  high-skew text 
classification tasks 

 

5. METHODLOGY 
 

5.1 Data Collection: 
 

We have collected data from different social media 
sources such as Twitter. The data may have annotations or 
fine-grained annotations. We have collected datasets or 
tweets of the Twitter website which is a social media source. 
We have collected tweets that have bullying words.  
 
 

5.2 Data Cleaning: 
 

Once the data is collected, data is preprocessed 
before using it. The empty rows and unnecessary data are 
removed from the dataset. There is some library in python 
like pandas or numpy which are used for data cleaning. Once 
the data is cleaned, we need to preprocess the data. There 
are some processing libraries in python like Scikit-learn. 

 
5.3 Training model: 

 
The data is split into training and testing. Generally, 

we keep a 70: 30 ratio or 80:20 ratio of training and testing 
respectively. The data is generally divided using the Scikit-
learn library. Once the data is trained using the SVM 
algorithm, it is tested on the remaining data.  

 
5.4 Test Model: 

 
The model is tested for accuracy with the real-time 

dataset. Once the dataset is trained and tested successfully, 
the model is created and is used in the application. We have 
designed an application on the web and it's deployed. The 
model is tested on the new data and the accuracy is checked. 
 

6. IMPLEMENTATION DETAILS 
 
We explored the feasibility of automatic classification of 
cyberbullying events and more fine-grained text categories 
related to cyberbullying. To this end, binary classifiers were 
built for each of these categories. For our experiments, we 
used Support Vector Machines (SVM) as the classification 
algorithm, since they have been proven to work well for 
high-skew text classification tasks similar to the ones under 
investigation. We used linear kernels and experimentally 
determined the optimal cost value c to be 1. All experiments 
were carried out using Pattern.  
 

7. RESULT ANALYSIS 
 

 
 
To verify the results, the classification task is carried 

out in two ways. One is cyberbullying event detection and 
the other is the classification of fine-grained classification. 
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For the result analysis, the evaluation is done using 10-fold 
cross-validation our classifier is an F-score classifier and it 
gives a score of 55.39 %. The F-score for the fine-grained 
classification of cyberbullying varies considerably. The insult 
classifier yields an F-score of 56% and the classification 
performance for the categories of encouragement and 
defamation is significantly lower with an F-score of 0.12 % 
and 7 % respectively.  

 

8. CONCLUSION 
 

Both positive and negative experiences occur on the 
web. The children and youngsters are vulnerable groups and 
those are harmful for communication. In this paper, we have 
constructed a dataset of social media messages containing 
cyberbullying. We have proposed and evaluated the 
methodology for adequate annotation of this data. We have 
also explored the feasibility of automatic cyberbullying 
detection.  Our initial results show that cyberbullying 
detection is not a trivial task. 

 

9.  FUTURE WORK  
 
     In the future, there is scope for focusing more on the final 
grained categories. As the ultimate goal of automatic 
cyberbullying detection, the technique is to reduce manual 
monitoring, so in the future, an alert can be added to the 
cyberbullying messages. We can also explore the extent 
author's role information to enhance cyberbullying 
detection. We can also use syntactic patterns, semantic 
information to enhance the features of cyberbullying 
detection techniques.   
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