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Abstract - In Disease Diagnosis, the organized provision of 
medical care to a community or individuals, it is mandatory to 
always monitor the patient’s physiological parameters. 
Doctors cannot monitor more than one patient at a time, but 
the Wireless Body Sensor Network (WBSN), can be used to 
make a patient monitoring system which offers the ability to 
move and pliability to analysis patient’s health condition. 
Some systems prediction might not be accurate all the time 
and hence cause False Positive Rate (FPR). During this paper, 
for the disease prediction, we use K-Nearest Neighbor (KNN) 
and Convolutional neural network (CNN) machine learning 
algorithm for accurate prediction of disease. For disease 
prediction required   disease   symptoms   dataset. during 
this general disease prediction, the living habits of person 
and checkup information consider for the accurate prediction. 
The accuracy of general disease prediction by using CNN is 
84.5% which is over KNN algorithm. and also the time and 
also the memory requirement is additionally more in KNN 
than CNN. After general disease prediction, this technique 
ready to gives the chance related to general disease which is 
lower risk of general disease or higher. In machine learning, 
validation of the model is remarked because the procedure 
where a trained model is evaluated with a testing data. 
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1. INTRODUCTION 

 
The medical area where the foremost clinical and natural 
experts are abusing new learning through their 
examinations yet with the movement of the data 
development things have changed rapidly. Research in the 
medical space as refined with information development and 
now the pros within the information mechanical space have 
started their investigation on the most ideal approach to use 
information advancement to improve the medical zone and 
therefore the social protection division and this zone of 
research has progressed as prosperity informatics ask about. 

Wireless Sensor network (WSN) has most traditional 
services in industrial applications, environmental 
monitoring, transportation and logistics, Precision 
agriculture and animal tracking, Urban terrain tracking and 
Civil structure monitoring and lots of more. The amount of 
aging population is increasing so there’s need of an honest 
patient health care system for this population in future also. 
WSN may be a boon to anyone’s lives. The system takes 
physiological data from the quality database [2] as an input 
and offers related results. The computational system has 
taken place on mobile devices to figure efficiently within the 
WBSN area [3,4]. WBSN system communicates with a 
physician via Short Message Service (SMS) gateway, Global 
Positioning System (GPS) or heterogeneous protocol about 
the movement attention of patient is required for the critical 
situation [5, 6]. WBSN system uses a wise device to 
communicate with care center such that patient can go 
around without restrictions [7]. On the idea of information 
coming from the patient, the assorted researchers have tried 
to create a framework for the signal and processing it by 
comparing with medical practitioner’s database [8, 9]. 

 
Today machine learning is present everywhere in order 
that without knowing it, one can possibly use it again and 
again every day. CNN uses both the structured and 
unstructured data of a hospital to try to to classification. 
While other machine learning algorithms only work on 
structured data and time required for computation is high 
also they're lazy because they store entire data as a training 
dataset and uses complex method for calculation. 

1.1 METHODOLOGIES 
 

Several efforts administrated to style the wearable medical 
system, within the 1973 mobile technology i.e. wireless 
technology      came within       the market, now every day 
increasing the mobile and wireless sensor network because 
it can support the health care monitoring system. Wearable 
body area handheld device more beneficial to the emergency 
condition patient. Now every day many researchers can 
take plenty of effort to reinforce the architecture of the 
wireless body area sensor network system the most approach 
of the WBSN system is that the to investigate the sign and 
symptoms of the patient health care condition [10,11] to 
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extend the effectiveness of the information collection 
require the automated risk situation algorithms, therefore 

the doctor can easily work on great deal patient data. 
 

 

2. PROPOSED RESEARCH METHODOLOGY 
 

We present a pliable framework that performs analysis of 
physiological dissimilar parameters to watch patient’s 
health state. We’ve taken physiological data which is 
captured by sensors. 

 
2.1 Architecture Overview 

 

 
Fig 1. System Architecture 

 
Initially we take disease dataset from UCI machine learning 
website and that is in the form of disease list with its 
symptoms. After that preprocessing is performed on that 
dataset for cleaning that is removing comma, punctuations 
and white places. And that is used as training dataset. After 
that feature extracted and selected. Then we classify that 
data using classification techniques such as KNN and CNN. 
Based on machine learning we can predict accurate disease. 

 
2.2 Preprocessing 

 
Data preprocessing is data cleaning process, by using 
different wear able sensor data is collected but 
sometimes because of external interference collected data 
become noisy to get rid of this   noise   data 
preprocessing could be a important step. The most purpose 
of the information preprocessing is that the remove the 
noise and to urge the proper information [14]. 

 
2.3 Feature Extraction 

 
Mean and variance are two statistical features are wont 
to feature extraction of physiological data, we extract the 
subsequent features. 

Mean: The mean feature measures the 
 

Mean = µ =                           (1) 

Standard Deviation (SD): It is the dispersion of a set of 
data from its mean. It's determining the variation between 
each data points relative to the mean. 

 

SD = 𝝈 =                (2) 

 
2.4 Algorithms Used 

 
1) K-Nearest neighbor (KNN) 

Common Distance Metrics: 
Euclidean distance (continuous distribution): 

d(a,b) = √Σ(ai – bi)2 
 

Hamming distance (overlap metric): 
bat (distance = 1) 
toned (distance = 3) 

 
 

Discrete Metric (boolean metric): 
if x = y then d(x,y) = 0. Otherwise, d(x,y) = 1 

 
Determine the class from k nearest neighbor list 

Take the majority vote of class labels among the 
k-nearest neighbors 

 
 

Weighted factor: 
w =1/d (generalized linear interpolation) or 1/d2 

 
2) Convolutional neural network (CNN) 

 
Step 1: The dataset is converted into the vector form. 
Step 2: Then word embedding carried out which adopt zero 
values to fill the data. The output of word embedding is 
convolutional layer. 
Step 3: This Convolutional layer taken as input to pooling 
layer 
and we perform max pooling operation on convolutional 
layer. 
Step 4: In Max pooling the dataset convert into fixed length 
vector form. Pooling layer is connected with the full 
connected 
neural network. 
Step 5: The full connection layer connected to the classifier 
that is softmax classifier. 
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3. RESULT AND DISCUSSIONS 
 

3.1 Experimental Setup 
 

1) All the experimental cases are implemented in Java in 
congestion with Netbeans tools and MySql as backend, 
algorithms and techniques, and therefore the competing 
classification approach together with various feature 
extraction technique, and run in environment with System 
having configuration of Intel Core i5-6200U, 2.30 GHz 
Windows 10 (64 bit) machine with 8GB of RAM. 

 
2) Dataset 
Patient disease dataset downloaded from UCI machine 
learning website. 

 
3.2 Comparison Results 

 
This section presents the performance of the KNN and CNN 
classification algorithms in terms of time required and 
accuracy. Fig 2 Shows accuracy Comparison of KNN and CNN 
algorithms for various Threshold. X-axis shows Algorithm & 
Y-axis shows accuracy in %. 
 
This has been observed during the experiments that the CNN 
gives more accurate disease prediction than KNN. 

 

Fig. 2: Accuracy Comparison Graph 
 

Fig 3 shows the Time comparison of KNN and CNN 
algorithms for various size. The X-axis shows algorithms and 
Y- axis shows Time in ms. The CNN takes less time than KNN 
for classifying large dataset. 

 

 
Fig. 3: Time Comparison Graph 

 

4. CONCLUSION 
 

We proposed general disease prediction system supported 
machine learning algorithm. We utilized KNN and CNN 
algorithms to classify patient data because today medical 
data growing very vastly which has to process existed data 
for predicting exact disease based on symptoms. We got 
accurate general disease risk prediction as output, by giving 
the input as patients record which help us to know the 
extend level of disease risk prediction. Due to this method 
may leads in low time consumption and minimal cost 
possible for disease prediction and risk prediction. We 
compare the results between KNN and CNN algorithm in 
terms of accuracy and time and also the accuracy of CNN 
algorithm which is more than KNN algorithm and time 
required for classification for CNN is less than KNN. So we 
are able to say CNN is better than KNN in terms of accuracy 
and time. 
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