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Abstract - This paper analyses the correlation of disease 
outbreak with climate conditions of the regions. The model-
ling of number of cases reported historically in a region us-
ing the climatical conditions resulted in the increase in ac-
curacy in order to predict the spread of disease outbreak. 
This would prove useful for the government in proactive 
disease management and also to plan prevention and 
treatment measures. 

The dengue outbreak in a city is predicted based on the fac-
tors such as precipitation, temperature, humidity and other 
climatic factors. The paper deals with the forecast of dengue 
based on various models such as Simple Linear Regression 
model, Negative Binomial regression and Arima model. The 
construction of the model also includes feature selection and 
feature engineering  approaches in order to obtain im-
proved results. 

Key Words: Linear Regression; Negative Binomial Re-
gression; Auto Regressive Integrated Moving Aver-
age(ARIMA) 

1.INTRODUCTION 

In recent times the infectious diseases present a constant-
ly changing threat to public health. Epidemics cause signif-
icant social, economic, and health impact on societies. The 
impact of infectious diseases on the human population is a 
function of many factors that includes transmission me-
chanics, vector dynamics, environmental conditions, 
transmission mechanics, social and cultural practices. The 
geography of the place such as latitude and the diversity of 
flora and fauna in the region, the interaction between the 
species, the habitat of the animals has the major contribu-
tion in the origin of the infectious disease. The population 
of the region, transmission rate and the immunity of the 
people towards the disease decides whether the infectious 
disease would take the form of pandemic. It is noticed that 
many of the deadly infectious diseases are mostly concen-
trated in certain regions of the world. This depends mainly 
on the climatic conditions of the regions, i.e certain diseas-
es outbreak in rainy regions when there is enough mois-
ture to transmit easily. 

 

1.1 CHALLENGES FACED IN DISEASE OUTBREAK PRE-
DICTION 

There are multiple models to forecast the seasonal as 
well as emerging disease outbreak. But the choice to select 
the reliable model to emulate the disease behaviour re-
mains a major challenge. The Real time prediction of the 
number of dengue cases may help researchers make a re-
liable prediction even if people did not report or go to the 
hospitals. These models can help to reliably forecast the 
future path of the outbreak can provide additional insight 
to develop and control the epidemic by timely actions and 
necessary changes in their policies in order to effectively 
manage the outbreak of the disease. However, creating 
predictions in real-time poses computational, logistical 
and statistical challenges. The raw data needs to be availa-
ble in a standard format for processing into analytical da-
taset in order to overcome logistical challenges [4].  

Thus, the real time information on dengue outbreak in 
the cities of United States was taken into consideration 
which is maintained by the Centers for Disease Control 
and Prevention. 

1.2 PROPOSED DESIGN APPROACH 

The most critical phases in proposed model is that of 

design. In this phase, model architecture and flow is visu-

alised and designed in a way to make it compatible with 

both the functional and non-functional requirements. 

Some of the design challenges were assumptions, depend-

encies and design constraints. These constraints are ex-

plained in the later section. 
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Figure 1.1: Proposed design describing the flow of the-

model 
 

2. METHODOLOGY AND DESIGN CONSTRAINTS  

The design described in stages are as follows: 

Stage 1: The DengAI dataset obtained from drivenData.org 

was used for initial exploration where all the missing val-

ues were replaced with mean values of the column in or-

der to remove any kind of noises present in the dataset. 

The parameter includes temperature, precipitation, hu-

midity and their average analysis [1]. 

Stage 2: A different approach to get a perspective on the 

data was carried out using feature engineering and feature 

section. The month was extracted out from the ‘week start 

date’. Few of the other feature engineering approaches 

includes adding city feature as a boolean value, time shift-

ing the data by few steps as there were gaps between the 

change in climate, mosquito bites and the reporting of the 

disease. Some improvements were also achieved through 

feature selection approaches. The results of these ap-

proaches have been discussed later in the report. 

Stage 3: These feature visualisation then provided us 

prominent results that helped in analysing the correlation 

of disease outbreak with the change in climate. The visual-

isation plots included histograms, scatter plots and corre-

logram or autocorrelation plots for time-series model [3]. 

 

Figure 2.1: Initial data exploration with seaboard dis-
plot 

 
The above plot suggests that the total number of cases per 

week have a median value of 25. It was also observed that 

the distribution was highly skewed. Further, as the ap-

proach suggested to model the number of cases on the 

basis of climate change, the annual pattern of the disease 

should suggest a correlation between climate and the total 

number of cases. 

 

Figure 2.2: Examining years patterns for different cities 
 
Thus, the above plot indicated the possibility of some 

correlation between the climate and spread of the dengue 
disease. 

 
Stage 4: The predictive model used for the disease out-

break prediction includes: 

(i) Simple Linear Regression: This was used as a baseline 

model. Regression is a technique for predicting a target 

value using independent predictors. This method is 

commonly used for forecasting and determining cause 

and effect relationships among variables. At first, when 

the random model was used for computation, it was 

predicted that the number of cases for any given week 

was equal to the mean number of cases in the past and 

also, the MAE was found to be low. However, when Re-

cursive Feature Elimination was implemented by creat-

ing a base classifier to evaluate a subset of attributes. 

The MAE  significantly dropped lower. Eliminating 

http://drivendata.org/
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some unnecessary features later proved to improve the 

accuracy, and applying some regularisation also helped 

in addressing the overfitting problem. 

(ii) Negative Binomial Regression: Negative binomial re-

gression is implemented using maximum likelihood es-

timation. The dependent variable in a negative binomi-

al regression is a count of the number of times an event 

happens. For over-dispersed count results, where the 

conditional variance exceeds the conditional mean, 

negative binomial regression can be used. Since it has 

the same mean structure as Poisson regression and an 

additional parameter to model over-dispersion, it can 

be called a generalisation of Poisson regression. The 

confidence intervals for Negative binomial regression 

are likely to be smaller than those for a Poisson regres-

sion model if the conditional distribution of the out-

come variable is over-dispersed. It was observed after 

previous plots, that the data was highly skewed. As the 

count data was negatively skewed, negative  binomial 

regression outperformed previous discussed models. 

Since a time lag was found between climate change, 

mosquito bites, and diseases getting reported, these 

time lags were filled by introducing data shifting by few 

more steps. All preprocessing functions have been up-

dated accordingly to allow seamless testing of this con-

cept. However, this distribution of the cases didn’t give 

the desired results. 

(iii) ARIMA Model: ARIMA models are a type of statistical 

model that was used to analyse and forecast time series 

results. The following are the parameters used for the 

ARIMA model: 

 • p: The lag order, or the number of lag observations 

used in the model. 

 • d: The degree of differencing is the number of 

times the raw observations are differenced. 

 • q: The order of moving average, also known as the 

height of the moving average window. 

 
The aim of this model, which is based on an adjustment of 

observed values, was to minimise the variance between 

the values provided in the model and the observed values 

as close to zero as possible. This model  was used to ex-

plain the action of both stationary and non-stationary se-

quences, giving situational variances more flexibility. The 

results of these models have been discussed later in a sep-

arate section. 

 

 

3. RESULTS AND DISCUSSIONS 

As a baseline model, Simple linear regression and its vari-

ants are used from their implementation in scikit learn 

along with regularisations. It was observed that the data is 

highly skewed. Also, when the count data is negatively 

skewed, it is observed that negative binomial regression 

outperforms other models.  However, ARIMA model’s 

fixed structure provides an edge when the data is generat-

ed by a process similar to ARIMA assumptions.  

The results of these models have been discussed below, in 

detail. 

(i) Simple Linear Regression: 

The Mean Absolute Error (MAE) is the loss function that is 

used in a regression model. It calculates the average de-

gree of errors in a series of forecasts without taking into 

account the directions of the errors.The range is also 0 to 

∞. 

   METHOD USED  MAE      RESULT OBTAINED 

Feature Extraction : 
Extracted Month from 
date 

18.2 The resulted graph was unable to 
show even a slight linear 
relationship between the actual and 
predicted values. 

Feature Selection  9.6 Recursive feature elimination 
helped to improve the accuracy. 

 
Figure 3.1: Tabular Representation of the Results. 

 
At first, when the random model was used for computa-

tion, we predicted the number of cases for any given week 

to be equal to the mean number of cases in the past. The 

mean absolute error came to be 18.2. However, when sim-

ple linear regression was used for the implementation the 

MAE dropped to 12.4 which signified that it was better 

than random model. Recursive Feature Elimination was 

then implemented by creating a base classifier to evaluate 

a subset of attributes. The MAE significantly dropped to 

9.6. Eliminating some unnecessary features helped us to 

improve the accuracy. Also, applying some regularisation 

helped to address the overfitting problem. 
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Fig. 3.2 Relationship between number of iterations 

and mean square error 

However, a simple linear model is only slightly better than 

a random model as the scatter plot suggests that this mod-

el isn't good as there isn't even a slightly linear rela-

tionship between the actual and predicted values. 

Fig. 3.3 Relationship between actual and predicted 

number of cases 

(ii) Negative Binomial Regression: It was observed after 

previous plots, that the data was highly skewed. As the 

count data was negatively skewed, negative  binomial re-

gression outperformed previous discussed models. Since a 

time lag was found between climate change, mosquito 

bites, and diseases getting reported, these time lags were 

filled by introducing data shifting by few more steps. All 

preprocessing functions have been updated accordingly to 

allow seamless testing of this concept. However, this dis-

tribution of the cases didn’t give the desired results.  

 

 

 

Fig. 3.4 The distribution of dengue cases 

It can be seen in the graph, that y labels have a highly 

skewed distribution, which, when combined with the as-

sumption that the labels are count variables, provides a 

strong argument for using negative binomial regression. 

The conclusion that is drawn after implementation of the 

model is that the negative binomial is by far the best mod-

el we have come across and also we made the observation 

that time shifting data actually decreases the performance 

of the model. 

(iii) ARIMA Model: The aim of this model, was to explain 

the action of both stationary and non-stationary sequenc-

es, giving situational variances more flexibility. When the 

mean and variance of a series remain constant over time 

and the value of covariance depends only on the distance 

between two time intervals, the series was said to be sta-

tionary. 

 

Fig. 3.5 Observing the seasonal differences 

 

This figure shows the optimised results after fitting the 

model fitting the model on hyper parameters. After com-

putation and comparison, the mean absolute value  was 

obtained to be around 60. The result however, can still be 
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improved with additional data engineering which can be 

the future scope of improvement. 

Fig. 3.6 Observing the autocorrelation with lags 

This states that periodicity occurs at every year i.e; eve-

ry 12th month and there is a significant autocorrelation 

at lags upto 2 or even 4. Also, there is a partial auto cor-

relation until lag 3. This gives a significant amount of 

correlation of disease outbreak with climate conditions 

of the region. This would further be helpful in disease 

outbreak prediction in a specified region.   

 

4. CONCLUSIONS 

In this paper, there has been a close observation towards 

the time series dataset for disease outbreak prediction. 

This paper analyses the correlation of disease outbreak 

with climate conditions of the regions. The dengue out-

break in a city is predicted based on the factors such as 

precipitation, temperature, humidity and other climatic 

factors. This paper deals with the forecast of dengue based 

on Simple Linear Regression model, Negative binomial 

regression and ARIMA model. The model construction also 

includes feature selection and feature engineering ap-

proaches in order to obtain improved results. This study 

of dengue outbreak prediction derives results that lead to 

these conclusions : 

i. Feature engineering approach proved to be successful 

when the month was taken in consideration instead of 

‘week start date’ and it performed better. Also, using 

city feature as a boolean value proved to give better re-

sults.  

ii. The gaps between change in climate, mosquito bites 

and reporting of the disease was when compensated 

with data shifting, instead of giving the promising re-

sults, it worsened the performance. 

iii. The Negative binomial regression model outperformed 

all the models as the data was highly negatively skewed. 

iv. The ARIMA model stated that periodicity occurred eve-

ry year i.e; every 12th month. This gave a significant 

amount of correlation of disease outbreak with climate 

conditions of the region. The result however, can still be 

improved with additional data engineering which can 

be the future scope of improvement. 

5. FUTURE ENHANCEMENTS 

1. There can be a possibility of improving the scores with 

more data. However, the computational, logistical and 

statistical challenges while creating predictions in real 

time still persists. The raw data needs to be available in 

a standard format for processing into analytical dataset 

in order to overcome logistical challenges. Thus, collec-

tion and aggregation of data from multiple sources 

might be a challenge though, it might lead to  a route to 

build this project with more accuracy. 

2. Further, the analysis of data from different sources can 

be accounted even to get the classified results i.e; pre-

dicting the infected individuals and classifying them 

based on their gender in order to understand different 

aspects in which a specific disease behaves on an indi-

vidual’s body. This would also help to study the mortali-

ty rates and accordingly building the vaccination strate-

gies. 

3. The use of deep learning might prove to be successful in 

future cases as recurrent neural networks have been 

outperforming the traditional algorithms in most of the 

cases where the data is sequential. 
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