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Abstract- The advancement of correspondence 
innovations and online business has made the credit 
card the most widely recognized installment procedure 
for online and ordinary buys. Protection is supposed to 
avoid fraud transactions in this framework. Credit card 
data purchase fraud transactions are growing annually. 
The challenges should be solved by unsupervised 
machine learning. In this aspect, scientists are still 
working to identify and avoid such fraud using new 
techniques. However, such methods are often required 
to detect such fraud correctly and effectively [1]. Our aim 
here is to identify fraudulent transactions while reducing 
incorrect classifications of fraud. Credit card Fraud 
Identification is a typical standard sample of variety. 
However, specific approaches are still required to detect 
fraud correctly and efficiently. The proposed process 
exceeds the approach to Auto Encoder (AE), Local 
Outlier Factor (LOF), Isolation Forest (IF), Neural 
Network (NN), and K-mean clustering. 
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I. INTRODUCTION 

   Fraud is unauthorized and undesired using an account 

by someone other than the account holder in credit card 

transactions. The owner of the card, the card agent 

issued, and may not be notified even the card guarantee 

before the record is used for shopping. As online 

shopping and payment of accounts have come true, a 

physical card for creating purchases is no longer 

required. Required measures of prevention can be taken 

to stop this abuse[2]. To reduce it and protect against 

similar occurrences, the conduct of these fraudulent 

practices can be studied in the future. Many challenges 

are complicated when it comes to successful fraud 

management. This includes vast and data volume, the 

flexibility of the applications, improvements in business 

practices and operations, and the continuing 

introduction of new evasion methods to prevent current 

techniques of detection[3]. It is difficult to identify false 

financial statements using standard auditing techniques 

because of insufficient knowledge of financial statement 

features, a lack of expertise, and rapidly shifting 

fraudster tactics. This is a significant problem and 

requires public attention, like machine learning, to 

automate this issue's solution. A safety alert against such 

fraud should therefore always be provided.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Types of Frauds 

Figure 1 shows the types of frauds. Frauds may be 
classified as financial fraud, communication fraud, and 
market-induced fraud in three distinct ways. Financial 
fraud is the product of credit card fraud. These frauds 
should be stopped and identified in due course. Various 
researchers perform several studies in this direction to 
establish reliable and productive techniques. Hackers 
and intruders seek new forms of violating on safety. So, a 
security warning against such fraud should always be 
issued[4]. Machine learning has proposed many 
algorithms. A structure is proposed for investigating 
credit card theft. 

 

II. LITERATURE REVIEW 
 
L. Bhavya, V. Sasidhar Reddy, U. Anjali Mohan, and S. 
Karishma A [26]: Today, vast amounts of internet 
purchases have increased. There is an enormous share of 
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online credit card purchases. Credit card fraud detection 
technologies in banking and financial enterprises are 
also more needed. Credit card theft may be used to 
obtain products from an account without payment or 
obtain illegal money. Fraud occurrences were popular 
with the demand for the money credit card. The financial 

loss of the cardholder is also enormous. 
 
Renjith, Shini. B [27]: The e-commerce share of 
worldwide retail expenditure has been steady over the 
years, suggesting that customer focus has shifted from 
bricks and mortar to retail clicks. In recent times, online 
markets have played a key role. Details and several 
methods to monitor and avoid fraudulent e-Commerce 
customers and their purchases are under discussion. 
Another area of consumer manipulation, called 
commercial fraud, is on the seller's side. Goods/services 
provided and advertised at low prices but never 
delivered are a clear example of such fraud. 
 
Rai, Arun Kumar, and Rajendra Kumar Dwivedi. C 
[19]: Development of communication technologies and 
e-commerce has made the credit card the most common 
technique of payment for both online and regular 
purchases. So, security in this system is highly expected 
to prevent fraudulent transactions. Fraud transactions in 
credit card data transactions are increasing each year. In 
this direction, researchers are also trying novel 
techniques to detect and prevent such frauds. However, 
there is always a need for some techniques that should 
precisely and efficiently detect these frauds. This paper 
proposes a scheme for detecting frauds in credit card 
data that uses a Neural Network (NN) based 
unsupervised learning technique. The proposed method 
outperforms the existing approaches of Auto Encoder 
(AE), Local Outlier Factor (LOF), Isolation Forest (IF), 
and K-Means clustering. THE proposed NN-based fraud 

detection method performs with 99.87% accuracy, 
whereas existing methods AE, IF, LOF, and K Means give 
97%, 98%, 98%, and 99.75% accuracy, respectively. 
 

III. PROPOSED WORK 
 
    Here, the unsupervised learning approaches are used 
for fraud detections. The study proposed is described in 
various ways of flow Charts. The flow diagrams indicate 
the steps required to identify fraud. It shows that the 
data is cleaned and features are extracted before 
processing. We then train the algorithm and test it with 
different unsupervised learning models. And output on 
other metrics is evaluated. We used five algorithms, NN, 
AE, IF, LOF, K-means, one by one for the identification of 
outliers and tested the achievement. We have seen NN 
and the other schemes are outperforming. 
 
 
 
 

 
                            

       
 
 
 

 
 
 
 
 
 
 
 

 
  
 
 
 
 

 
                                                                                                                              
 
 

                                                                                                                    

                                                                            

                                       

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Flow Chart of Fraud Detection 
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    Figure 4: Flow chart for performing transaction. 

 
Here Figure 3 illustrates the fraud detection model's flow 
chart. Model. Figure 4 shows the flow chart of 
performing the transaction by our system. 
 

IV. IMPLEMENTATION 
 
    The proposed analysis on a credit card scheme dataset 
is carried out in Python, and performance tests are 
carried out on some measures explained in this section. 
 
A. Unsupervised learning approaches to detect frauds. 
 
 We have used unsupervised learning methods to 
identify fraud in card details. 
 
Neural Network (NN): The idea is to use neural network 
approaches to prepare the model with a vast number of 
renowned samples and implement a query. 
Auto Encoder (AE): It is an unsupervised, highly efficient 
artificial network learning scheme. An autoencoder is to 
learn Presentation on behalf of a set of data Reduction of 
dimensionality. It trains the network by disregarding 
Chaos, Noise. 
 
Isolation Forest (IF): A random selection of a function 
isolates the findings. It randomly chooses the values. 

 
Local Outlier Factor (LOF): LOF is an unsupervised 
learning method model that calculates the local 
compactness variation of the data point with 
neighboring circumstances. 
 

K-Means Clustering: This is an algorithm of unsupervised 
machine learning used for unlabelled data. It is a 
clustering-based learning approach. 
 
B. Confusion Matrix 
 
   The output of a classifier is measured in detail by a 
confusion matrix. A confusion matrix provides a table of 
the various consequences of a classification problem 
forecast and results and helps to see the results. Table 1 
presents the classification matrix for NN, AE, IF, LOF, and 
K- Means algorithms. We can see here that NN dominates 
other algorithms. 
 

Approach
es used 

True 
Negati

ve 

False 
Positi

ve 

False 
Negat

ive 

True 
Positive 

NN 56851 13 18 80 

AE 55491 1373 20 78 

IF 55789 1076 48 50 

LOF 55091 773 52 46 

K-Means 55734 130 13 85 

 
Table 1: Confusion Matrix for various unsupervised 
learning techniques 
 
C. Performance 
 
     We can perform various calculations using this matrix. 
The equations are as follows. 
 
Precision is the ratio of the number of true positives to 
the sum of a genuinely positive and false positive. It can 
be said to be the measure of the quality of the positive 
feedback data. The equation for precision can be seen in 
Equation 1. 

 

           Precision = TP/TP+FP                             (1) 
 
The sensitivity, which is also called recall, is the measure 
of accurate optimistic predictions to the sum of a 
genuinely positive and false negative. The recall 
evaluates the completeness of the program, examining 
how many true positives were detected as positive. As 
seen in equation 2. 
 
       Sensitivity (Recall) = TP/TP+FN              (2) 
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Specificity is the ratio of true negative to the sum of true 
negative and false positive, as seen in equation 3. 
 
       Specificity = TN/TN+FP                           (3) 
 
Accuracy is the ratio of the sum of true positive and true 
negative to the sum of all the predicted samples, as seen 
in equation 4.                                          
 
       Accuracy = TP+TN/TP+TN+FP+FN       (4) 
 
D. Results 
 

Metrics NN AE IF LOF K- 
MEANS 

Precision 0.86 0.053 0.51 0.056 0.39 

Recall 0.81 0.79 0.044 0.46 0.86 

Specificity 0.99 0.97 0.83 0.98 0.090 
Accuracy 0.99 0.97 0.98 0.98 0.99 

 
  

Table 2: Performance comparison 
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Figure 5: Performance measurements of NN, AE, IF, LOF, 
and K-Means on different met rice 
 
 
Fraud Detection algorithms are implemented in Python. 
The performance is compared in Table 2. Various 
performance analysis results of NN, AE, IF, LOF, K-Means 
clustering algorithms on different metrics. 
 

V. CONCLUSION 
 
 We introduced a neural network-based fraud detection 
system for credit card data that uses unsupervised 
learning to detect fraud. The performance of the 
proposed work with the current systems is comparable.  
Neural network-based solution is different than the 
conventional methods. It can be observed. Experimental 
findings reveal that the suggested solution based on a 
neural network offers 99.98% accuracy while Auto 
Encoder, Isolation Forest, Local Outlier Factor, and K 
Accuracies are clustered to 97%, 98%, respectively, 98%, 
and 99.97%.  
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