
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 04 | Apr 2021                 www.irjet.net                                                                      p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2943 
 

Driver Detection for Accident Avoidance (IOT): 

A Review Paper 

Ayush Dewangan1, Suniti Purbey2 

1Amity Institute of Information Technology, Amity University Chhattisgarh, Raipur, India 
2Assistant Professor, Amity Institute of Information Technology, Amity University Chhattisgarh, Raipur, India 

---------------------------------------------------------------------***----------------------------------------------------------------------
Abstract - In this fast-moving world, Fatigue causes a driver 
to sleep while driving, which leads to significant 
accidents. Even if the driver does not sleep while 
driving, fatigue impedes the driver's reaction time, diminishes 
his steering performance, and impedes his ability to keep a 
distance from the vehicle in front. Real-time eye state 
detection is a crucial problem in driver drowsiness 
detection. This paper proposes a real-time eye state detection 
system to identify the driver's drowsy state. 
 
The main principle of this system is that it must be highly non-
intrusive, and it should start when the distributor is turned on 
without having at the driver start the operation. Nor should 
the driver be dependable for providing any feedback to the 
system. 
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1. INTRODUCTION  
 
With the accelerated increment within the range of accidents 
appears to be the increasing day to day. Thus a requirement 
rises to style a theme that keeps the motive force centered 
on the road. Information on the road accidents in Asian 
country are collected by Transport analysis Wing of Ministry 
of Road Transport & Highways. This project aims to develop 
a model of a drowsy driver warning system. 
 
Our entire focus and concentration are going to be placed on 
coming up with the system which will accurately monitor the 
open and closed state of the driver’s eye in period. By 
frequently following the eyes, it may be seen 
that indications of driver fatigue may be detected early to 
avoid associate degree accident. Driver fatigue may be a 
significant issue leading to several thousands of road 
accidents annually. It's not presently attainable to calculate 
the precise range of sleep-related accidents attributable to 
the difficulties in detection whether or not fatigue was an 
element and assessing fatigue level. 
 
Our system is relying totally on the camera enforced within 
the automobile. It's the part of the system that associates 
directly with the motive force. It's the foremost impressible a 
part of the system as if they obtained image has defects. 
 
 

2. Literature Review: 
 
The system's perform are often broadly speaking segmental 
into eye detection perform, containing the primary half the 
pre-processing system, and a temporary state detection 
perform, together with the last half. Once inputting a facial 
image, a preprocessing is given to binaries the image and 
removes noise, that makes it doable for the image to be 
received by the image processor. The utmost breadth of the 
face is then detected in an order that the proper and left 
edges of the face are often known. After that, every eye's a 
vertical position is detected severally among a vicinity 
outlined by the center line of the face breadth and features 
running through the outer points of the face. Thereon basis 
the world within which every eye is gift is decided. Once the 
areas of eye presence are outlined, they'll be updated 
by chase the eyes' movement. The degree of eye openness 
is an output at the same time with the establishing 
or change of the areas of eye presence. That price is employed 
to decide whether the eye's an area unit open or closed, 
and conjointly in deciding whether or not the eyes are 
detected properly or not. If the policy specialists that the eyes 
haven't been known properly, the routine returns to the 
whole face's detection. 
 

a)  Preprocessing 
First, we succeeded in detecting the human eyes in different 
images under different luminance conditions and head 
positions using wavelets transform and edge detection. Still, 
other improvements were applied to this algorithm will be 
discussed further. Second, we developed an algorithm to 
compromise between edge detection and discrete wavelets 
transform (to detect the eye socket) to work efficiently in 
excellent harmony. Moreover, we used the Cyber 
transformation for the RGB image to identify the human skin 
color, by applying some mathematical equations on the 
transformed image we could change the skin color into blue, 
and it canceled any objects in the background (turns the 
background to white) which made face detection task pretty 
easy. 
 

b)  Face width detection 
The highest width of the driver’s face must be recognized to 
prepare the lateral locations of the areas in which the eyes 
are existing. Face width is identified by judging the 
connection of white pixels and the pattern of variation in 
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pixel number. On that base, the outer edges of the face are 
defined and determined. 
 

c)  Detection of vertical eye positions 
Each vertical eye position is detected individually within an 
area defined by the centerline of the face, obtained from the 
face width, and straight lines running within the right and 
left outer edges of the face. In a binary image, the eye 
displays a collection of black pixels, eyebrows, nostrils, 
mouth, and other facial characteristics. These acquisitions of 
black pixels are identified based on a labeling process. The 
location of each eye is extracted by estimating the area of 
each label, along with its viewpoint ratio and relative 
coordinate locations in the facial image. Through this 
process of identifying each vertical eye position, the central 
coordinates of each eye are recognized. The coordinates 
work as evidence for determining the areas of eye 
occupation. 
 

d)  Eye tracking 
This function consists of a minor updating the areas of eye 
presence and identifying when tracking enhances 
impossible. The updating process includes establishing an 
arc of eye presence based on the coordinates at the crossing 
of center lines running through the Ferret’s caliber of the 
detected eye. The area thus enhances the field of eye 
presence in which the method searches for the eye in the 
next frame's picture data. This method of using the data on 
eye position to define the eye position for obtaining the 
following facial image data produces it possible to track the 
location of the eye as it is clear from this information, the 
size of the area of eye position moves. 
 
The method of detecting each eye's position from the whole 
facial image is then performed once more. 
 

e)  Judgment whether the eye are opens or closed- 
We assembled a template containing two circles, one inside 
the other. A great match would result in multiple dark pixels 
in the area inside the inner circle, and various bright pixels 
in the space among the two circles. We track the eye by 
studying for the darkest pixel in the prognosticated region, 
and thus the driver can be notified if found in a drowsy 
status. 

 
3. CHALLENGES AND FUTURE RESEARCH 
DIRECTIONS: 
 
Currently accessible driver sleepiness detection systems 
sometimes make up 2 categories:  

(i) Very dearly-won systems, restricted to specific 
high-end automotive models; and  

(ii) Fordable solutions that lack strength. Our work is 
concentrated on implementing a sleepiness 
detection system that tries to bridge the gap 
between them by reconciliation a or ability and 
availableness with practicality. AN analysis of 

current and former add the sphere of 
sleepiness detection emphasize the issue and 
complexness of the matter thanks to 3 essential 
challenges that require to be tackled, namely: 
dependableness, accuracy and speed. The aim 
of our approach is to beat these challenges by 
building a mobile, real-time, dynamic, adjective 
system that leverages, whenever attainable, 
pronto accessible laptop vision tools. 

 
In future works, a driver’s distraction identification system 
are going to be developed. With its advanced and dynamical 
nature, together with the result of the sunshine and also the 
condition of shooting atmosphere, it makes the skin 
segmentation of human faces in color pictures severely have 
an effect on face detection, and conjointly makes it a crucial 
analysis topic. A way of face-region segmentation supported 
skin detection has been projected during this paper, that 
partially comes from alternative studies. Compared with the 
traditional methodology of segmentation, we tend to place 
these ways into this text, like adjudging the photographs 
with the sunshine interference, enhancing the photographs 
and improved threshold segmentation. 
 

4. CONCLUSION 
 
The system has developed in this paper has been tested and 
certified to give high accuracy determining the most 
challenging driving conditions. At the same time, the system 
has several performance standards of real-time 
configuration in automobiles. It does not require a power 
source from the computer and only needs to be connected to 
the network during a system configuration. The system 
operates on the principle of a parallel processing, so, it 
significantly reduces the system a processing time 
to makes decisions, making it real-time solution. The Sleep 
Detection Algorithm has been successfully applied to take a 
live picture from the camera to distinguish between 
the drivers open and closed eyes. The system gives 
erroneous results in some cases, due to the light effect and 
the driver's position. 
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