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Abstract - Human emotion plays an important role in the 
interpersonal relationship. Automatic recognition of emotion 
has been an active research topic from early years and 
efficiency has been a challenge. In this project we build an 
Application Programming Interface (API) to predict facial 
expression powered by Amazon EC2 Linux instance. 
Algorithms and models like Long Short Term-Memory (LSTM) 
and Convolutional Neural Networks (CNN) are used for 
training and performance evaluation. The potential 
application of this application includes Facial Expression 
based feedback in OTG platforms, Facial Expression detection 
in online interviews, Facial Expression Recognition for 
security, IOT devices, Connected users and streaming 
dashboards. Effectiveness of the API is measured through 
several defects and experiments by backpropagation of errors. 
The main goal of this project is to produce an enhanced 
performance level with greater accuracy. 
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1. INTRODUCTION  

The development and usage of computer systems, software 
and networks are growing tremendously. These systems 
have an important role in our everyday life and they make 
human life much easier. Emotion plays a vital role in 
determining the thoughts, behavior and feeling of a human. 
An emotion recognition system can be built by utilizing the 
benefits of deep learning and different applications such as 
feedback analysis, face unlocking etc. Can be implemented 
with good accuracy. Facial emotion recognition system 
assumes a lot of importance in the era since it can capture 
the human behavior, feelings, intensions etc. The 
conventional methods have limited speed and have less 
accuracy while facial emotion recognition systems using 
deep learning has proved to be the better one. In this project, 
we use an Amazon EC2 Linux instance to create an 
Application Programming Interface (API) that predicts facial 

expression. Training and performance assessment are 
carried out using algorithms and models such as Long Short 
Term-Memory (LSTM) and Convolutional Neural Networks 
(CNN). A Fully Convolutional Neural Network based 
classifier is used to predict the facial emotions of the person 
in the image. An FCN (Fully Convolutional Networks) is a 
network composed of only convolutional layers, batch norms 
and non-linearities, i.e., it has no fully Connected (or Dense) 
layers. Whether s face exists in the image or not is 
determined by a Viola Jones Detector. Facial Expression 
Based Feedback in OTG Platforms, Facial Expression 
Detection in Online Interviews, Facial Expression 
Recognition for Security, IoT Devices, Connected Users, and 
Streaming Dashboards are some of the potential applications 
for this application. Backpropagation of errors is used to 
assess the API’s effectiveness after multiple defeats and 
experiments. 

1.1 Collecting, preparing and processing image 
Data  

 

 

The process of gathering data depends on the type of project 
we desire to make. The data set can be collected from 
various sources such as a file, database, sensor and many 
other such sources but the collected data cannot be used 
directly for performing the analysis process as there might 
be a lot of missing data, extremely large values, unorganized 
text data or noisy data. We can also use some free data sets 
which are present on the internet. Kaggle and UCI machine 
learning repository are the repositories that are used the 
most for making Deep Learning models. In this project we 
use self-collected data to train the model, additional to that 
we have also used fer2013 facial dataset to improve our 
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accuracy. Haar Cascade classifier is an effective object 
detection approach. This is basically a machine learning 
based approach where a cascade function is trained from a 
lot of images both positive and negative. Based on the 
training it is then used to detect the objects in the other 
images. 

 

1.2 CNN based Training 

A Convolutional Neural Network (ConNet/CNN) is a Deep 
Learning algorithm which can take in an input image, assign 
importance (learnable weights and biases) to various 
aspects/objects in the image and be able to differentiate one 
form the other. The pre-processing required in a ConNet is 
much lower as compared to other classification algorithms. 
While in primitive methods filters are hand-engineered, with 
enough training, ConNet have the ability to learn these 
filters/characteristics. The architecture of a ConNet is 
analogous to that of the connectivity pattern of Neurons in 
the Human Brain and was inspired by the organization of the 
Visual Cortex. Individual neurons respond to stimuli only in 
a restricted region of the visual field known as the Receptive 
Field. A collection of such fields overlaps to cover the entire 
visual area. In this project we use CNN to train the model 
based on Facial datasets. The model is later exported so that 
Further training can be done over cloud along with LSTM. 

 
 
1.3 Exporting the model to the Cloud 

The model generated after CNN is transferred to cloud 
(AZURE) and configuration is done through SSH. SSH 

provides a secure channel over an unsecured network by 
using a client-server architecture, connecting an SSH client 
application with an SSH server. Th protocol, specification 
distinguishes between two major versions, referred to as 
SSH-1 and SSh-2. The standard TCP port for SSH is 22. SSH is 
generally used to access Unix-like operating systems, but it 
can also be used on Microsoft Windows 10 uses OpenSSH as 
its default SSH client and SSH was designed as a replacement 
for Telnet and for unsecured remote shell protocols such as 
the Berkeley rsh and the related rlogin and rexes’ protocols. 
Those protocols send information, notably passwords, in 
plaintext, rendering them susceptible to interception and 
disclosure using packet analysis. The encryption used by SSH 
is intended to provide confidentiality and integrity of data 
over an unsecured network, such as the internet. 

Dlib is a modern C++ toolkit containing machine learning 
algorithms and tools for creating complex software in C++ to 
solve real world problems. It is used in both industry and 
academia in a wide range of domains including robotics, 
embedded devices, mobile phones, and large high-
performance environments. Dlib’s open-source licensing 
allows you to use it in any application, free of charge. 

Flask-SocketIO gives Flask applications access to low 
latency bi-directional communications between the clients 
and the server. The client-side applications can use any of 
the SocketIO official client’s libraries in JavaScript, C++, Java 
and Swift, or any compatible client to establish a permanent 
connection to the server. 

2.1 Input and Output 
 
Input for this application can be given in 2 ways, In the 
first method we should enable the image input 
command line and upload the required image and in 
the second method we should disable the image input 
command line and enable the video input command 
line. 
 

 
Fig 2.1 Input(uploaded Image) and Output  
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Fig 2.2 Input (Image captured from live camera) and Output 

 
 

2.2 Performance Analysis 
 

Y_hat = grid.predict(X_test) 

Grid.plot_sample(target_names, y_hat) 

 

3. CONCLUSION 
 
By Performing CNN on model, we are able to get around 

~84.2% of accuracy. To increase accuracy and capability of 

the project we have introduced LSTM (Long Short Term-

Memory) which constantly monitors the performance of the 

system in prediction and performs addition and removal of 

dataset from training the model. This repeated process 

increases the efficiency and performance of the system with 

good results. This is similar to feedback loop which provides 

stability to the system. 
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