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Abstract - Recent advances in deep learning made tasks 
such as Image and speech recognition possible. Deep Learning 
is a subset of Machine Learning that is very good at recognizing 
patterns but typically requires a large number of data. The 
continuous innovation and development of satellite technology 
has brought the world closer together. At present, there are 
thousands of artificial satellites in the world, and the number 
of spacecraft working in orbit is increasing. With the constant 
exploration of outer space, there is inevitably a large quantity 
of space debris, e.g., lacquer, satellite debris. How to 
distinguish space targets of interested from the massive debris 
is a hot topic and of great significance. The effective 
separation of space targets and space debris can ensure the 
safe operation of on-orbit spacecraft.  But, nowadays with the 
advancement of technology there is still a lag in predicting the 
space crafts and the related targets in an accurate manner. In 
this work we will be focusing on developing a novel hybrid 
architecture for determining the different types of satellite 
images, where four different kind of pre-processing techniques 
as well as two different optimization techniques will be used to 
increase the accuracy of the proposed hybrid model. The 
concept of network surgery will be used for implementing the 
hybrid algorithm development. Thus by this work we will be 
able to determine any kind of satellite images given as an input 
to the generated model. Thus, we propose a solution for the 
determination of spacecraft with the most accurate prediction 
by developing a novel architecture. 
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1. INTRODUCTION  
 

Modern life depends on space technology, including 
communications, media, commerce, and navigation. Enabling 
space technology are the thousands of space assets 
(satellites, space station, etc.) currently in orbit, which 
amount to trillions of dollars of investment. With space 
usage moded to increase rapidly, in part due to the 
participation of new state and private operators, the number 
of space assets will also grow quickly.  

        Residents space objects (RSOs) such as space assets that 
directly benefit the intended applications, as well as orbital 
debris that occurs as a by-product of similar space activities, 
inevitably trigger more “crowding” of geocentric orbits.. The 
increase in RSOs raises the potential of collision between 

space assets and debris and this has been identified as a 
pressing issue. 

Achieving SSA is crucial for reducing the chances of 
collisions destroying space assets. The recognition of space 
targets utilizes various techniques to obtain their 
characteristics and information, determining the attributes, 
types, locations of the targets. However, most of them are 
based on artificial features and their reliability is restricted 
by various conditions. For example, when the shape of the 
fragment is similar to the partial shape of the space target, 
they would not be distinguished easily due to the lack of deep 
semantic digging. 

1.1 Existing model for the recognition of 

spacecraft 
The existing system focuses on effective optical 

detection of multiple man-made objects in the geostationary 
orbits. The system performs the optical detection from the 
optical images. Topological sweep is used for the multiple 
geostationary objects detection. It detects the geostationary 
objects from only the optical images. The accuracy is very 
poor compared to other state of the art methods. 

1.2 Our contribution 
 
        In our work, we will be focusing on developing a novel 
architecture by effectively modifying the squeeze net for 
determining the different types of satellite images, where 
pre-processing technique as well as different optimization 
technique will be used to increase the accuracy of the 
proposed model. Thus, by this work we will be able to 
recognize any kind of satellite images given as an input to 
the generated model. A low weighted efficient model is been 
generated for use in the real time application. 

2. System architecture 

 Data is collected from the public source. As there are 
limited no of dataset available, and  training requires a large 
number of data, data augmentation can help a lot. we 
increased the number of images through rotation, shifting, 
flipping, blurring, cropping, noising, and their combination. 
Thus the given data is augmented.  

Later in preprocessing technique, Aspect aware algorithm 
is used and the image is converted to array. Then this 
preprocessed data will enter into the novel architecture for 
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training. In this architecture the SqeezeNet algorithm is 
modified. SqueezeNet is the name of a deep neural 
network for computer vision and it is a convolutional neural 
network that employs design strategies to reduce the number of 
parameters, particularly with the use of fire modules that use 
1x1 convolutions to "squeeze" parameters. 

After the training, for the model generation, optimization 
and loss minimization is done. Once these processes are 
completed, evaluation and validation is done. We use COCO 
(Common Objects in Context) algorithm  which  is a large-
scale object detection, segmentation, and captioning dataset. 

Thus by using COCO algorithm space craft will be 
detected. Once the space craft is detected, the bounding boxes 
are drawn. Fig.1 shows the architecture diagram for image 
identification and recognition using the novel hybrid 
architecture. 

 

Fig -1: System architecture 
 

2.1 Dataset collection  

 A data set is a collection of data. Deep Learning has 
emerged as the preferred approach for addressing a wide 
range of complex real-world issues. It is without a doubt the 
most effective approach for computer vision tasks.  

 A deep network can segment and classify the "key 

points" of any individual in an image with enough training. 

These deep learning machines, which have been performing 

admirably, need a lot of fuel, and that fuel is data. The more 

labelled data available, the better our model performs. 

Google has also experimented with the concept of more data 

contributing to better results on a wide scale, with a dataset 

of 300 million images! When deploying a Deep Learning 

model in a real-world application, data must be constantly 

fed to continue improving its performance. And, in the deep 

learning era, data is very well arguably the most valuable 

resource 

2.2 Preprocessing data  

In this work the preprocessing data module is used to 

resize the images. In deep Learning module the quality of the 

training data determines the quality of your model. In most 

instances, the data you will find in practice will not be clean. 

It means the data will contain non-uniform data formats, 

missing values, outliers, and features with very different 

ranges. The data would not suitable to be used as training 

data for your model. For those reason, the data must be 

preprocessed in various ways. 

 

Fig -2: Preprocessing 

2.3 Data augmentation  

The most well-known method of data augmentation 

is image data augmentation, which entails transforming 

images in the training dataset into transformed versions that 

belong to the same class as the original image. Shifts, turns, 

zooms, and other operations from the field of image 

processing are included in transforms. The aim is to add 

new, plausible examples to the training dataset. This refers 

to variants of the training set images that the model is likely 

to see. Modern deep learning algorithms, such as the 

convolutional neural network (CNN), can learn features that 

are independent of where they appear in the picture. 

However, augmentation can help with this transform 

invariant approach to learning by assisting the model in 

learning features that are also transform invariant, such as 

left-to-right to top-to-bottom ordering, light levels in images, 

and so on. Usually, image data augmentation is only used on 

the training dataset, not the validation or evaluation 

datasets. 

2.4 Training with novel architecture 

In this work, we will be developing a novel 

architecture by effectively modifying the squeezenet 

architecture. 
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The main ideas of the novel architecture are: 

1.  Using 1x1(point-wise) filters to replace 3x3 filters, as the 
former only 1/9 of computation. 

2.  Using 1x1 filters as a bottleneck layer to reduce depth to 
reduce computation of the following 3x3 filters. 

3.  Downsample late to keep a big feature map. 

 

The building brick of Novel architecture is called fire module, 

which contains two layers: a squeeze layer and an expand 

layer. A Novel architecture stackes a bunch of fire modules 

and a few pooling layers. The function map size is kept the 

same by the squeeze and expand layers, but the former 

reduces the depth while the latter increases it. In neural 

architectures, squeezing (bottleneck layer) and expansion 

behaviour is normal. To get a high level abstract, another 

popular trend is to increase depth while reducing feature 

mapsize.                     

 

Fig -3: SqueezeNet 
 

The squeeze module only has 1x1 filters, as seen in the 

diagram above, which means it acts like a fully-connected 

layer on feature points in the same position. In other words, it 

doesn’t have the ability of spatial abstract. One of its 

advantages, as the name implies, is that it reduces the depth 

of the function map. The following 3x3 filters in the expand 

layer would have less computation to do as the depth is 

reduced. It improves speed since a 3x3 filter needs 9 times 

the computation of a 1x1 filter. Too much squeezing, 

intuitively, limits information flow; too few 3x3 filters, on the 

other hand, limits space resolution. 

2.5 Object detection  

 Object detection is the method of accurately locating all 

potential instances of real-world objects in photographs or 

videos, such as human faces, flowers, vehicles, and so on. To 

identify all instances of an object type, the object detection 

technique employs derived features and learning algorithms. 

 Object detection is a technique for identifying, detecting, 

and localising several visual instances of objects in an image 

or video. Rather than just simple object classification, it 

offers a much clearer interpretation of the object as a whole.  

 This approach can be used to count the number of 

instances of unique objects and mark them as well as count 

the number of instances of unique objects. This process' 

efficiency has also improved over time. 

 To begin with, testing of the trained model, we can split 

our study into modules of implementation that is done. 

Dataset collection involves the process of collecting different 

space craft images for training. Various datasets were 

collected and one example among the collected dataset can 

be found below 

      

Fig -4: Dataset collection 

The next step is data pre-processing, in this phase 
the spacecraft images collected are set to standard 
resolution format. The below screenshot shows the image 
before preprocessing: 

 

Fig -5: Before pre-processing 

The below screenshot shows the image after 
preprocessing: 
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Fig -6: After pre-processing 

The next step is data augmentation which duplicates 
the collected data into many images so that the prediction 
percentage can be increased. A sample augmentation of an 
image can be seen in the below figure.The below screenshot 
shows the image before data augmentation: 

 

Fig -7:  Image before data augmentation 

The below screenshot shows the image after 
augmentation: 

 

Fig -8:  Image after data augmentation 

The next step is labelling of data where the 
spacecraft images collected are labelled according to their 
nature and the images are annotated and saved in xml 
format. The below screenshot shows the labelling of the 
dataset. 

 

Fig -9:  Labelling of dataset 

The below image shows the training process of the 
work using the available deep learning architectures: 

 

Fig -10: Training process 

               In the training process, we can see the loss has got 
reduced in each step. The below image shows the 
reduction of losses. 

 

Chart -1: Reduction of losses 
 

The below image shows the space craft detection of 
the work after training: 

 

Fig -11:  Space craft detection 

The below image shows the multiple space objects 
detection of the work after training: 
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Fig -12: Multiple space objects detection 

Thus, from the above results and discussions it is 
clear that the work to effectively detect and identify space 
objects has been effectively implemented. 

3. CONCLUSION 
 

 This work is successfully implemented for 
effectively identifying the spacecrafts using the available deep 
learning approach. This work is very helpful in providing a 
cheap yet effective solution to detecting space crafts and 
space objects. 
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