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Abstract - Electronic commerce (e-commerce) refers to the 
purchasing and selling of products via the web. E-commerce 
platforms have been used by people around the globe in some 
form or another because everything can be purchased online 
with just a few mouse clicks. Since, there is a huge amount of 
data on every e-commerce site; a consumer may struggle to 
identify the product they require. In this scenario, the 
Recommendation System is used. A product's recommendation 
might be based on a variety of variables, including past search 
or purchase history, user reviews, and the most popular 
product. We have several Machine Learning-based approaches 
for these recommendations. We shall implement Collaborative 
Filtering and K-Means clustering in this work. We utilized 
Jupyter Notebook to develop the recommendation system, and 
the Amazon-ratings dataset from Kaggle was used. We will 
also examine numerous other recommendation techniques in 
this paper 

Keywords— Machine Learning, K-Means Clustering, 
Collaborative Filtering, Recommendation System. 

1.INTRODUCTION 

With the increased use of the Internet, we are seeing a 
dramatic surge in online purchasing. Amazon, eBay, 
Flipkart, and other well-known e-commerce sites are among 
the most popular. Customers can use Internet banking, UPI, 
Cash on Delivery, and a variety of other alternatives to make 
transactions on e-commerce sites. People prefer to buy 
things online instead of visiting several shopping malls in 
search of their desired item. They attempt to locate their 
desired item in online stores. E-commerce stores offer a 
variety of brands and models for a single product. 
Customers find it tough to determine which thing to buy 
because there is so much data about the same item. This 
could cause the buyer to become disinterested. 

Recommendation Systems (RS) are used by the sites to 
keep users occupied in their platforms. When a consumer 
looks for an item, Recommendations Systems endorse 
some moresimilar products. Product recommendation 
systems suggest a product to a consumer based on a variety 
of factors such as the customer's previous browsing history, 
previous shopping habits, and user profile. Recommendation 
Systems are frequently employed in health departments, 
transportation, and agriculture, in addition to e-commerce. 

The health-based recommender system is a culpable 
system that offers both medical practitioners and end-users 
with suitable medical information. To avoid health risks, 
patients are advised to receive effective disease treatment. 

Health professionals benefit from the acquisition of crucial 
insight for clinical guidelines as well as the provision of 
high- quality health treatments for patients using this 
system [1]. 

Using the Transport Recommendation System on his 
phone, the client may obtain alternatives for modes of 
transportation between two different locations in the city 
based on his inclinations [2]. 

The Agriculture Department Recommendation System 
displays the number of questions farmers have in a given 
sector, such as financial assistance and crop detection, and 
suggests different government programs so that farmers 
may get help and understand the process [3]. 

In this paper, we will examine various methodologies 
used for Recommendation Systems. We will develop a 
Recommendation System for a new client on an established 
e-commerce platform, a customer with some previous 
history on the platform, and a new business. 

2. RELATED WORK 

The varieties of recommendation systems will be discuss 
ed in brief. 

Demographic-based Recommendation System: It is based 
on the demographic characteristics of the users, such as age, 
ethnicity, school, profession, location, and so on. Clustering 
algorithms are commonly used to classify target customers 
based on demographic data. The system will generate the 
same set of suggestions if the demographic factors in this 
RS stay the same. As a result, they may overlook some 
innovative and important recommendations. 

Content-based Recommendation System (CBRS): It 
proposes goods based on the person's account and the 
description of the item using CBF (Content-Based Filtering). 
The user’s past search or purchase history may be included 
on the profile page. The algorithm learns to suggest goods 
that are analogous to those that the user has previously 
valued. The resemblance of objects is determined by the 
features shared by the items being compared. 

Collaborative Filtering Recommendation System (CFRS): 
Collaborative-based filtering makes use of the system's 
interactions and information obtained from other users. It 
generates product feature recommendations based on 
customer interests. CF is divided into two types. 
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a. The prediction computation and similarity 
measure are the two basic processes of 
Memory- based CRS, which are further split into 
two categories based on their similarity 
computation. Item-based CRS: a set of items is used 
for similarity computation. 

User-based CRS: similarity computation is 
based on user similarity values. 

b. Model-based CRS: In model-based CRS, various 
machine learning procedures, including 
clustering, Bayesian networks, Markov decision 
processes, dimensionality reduction, sparse factor 
analysis, and rule-based approaches, are used to 
create a model for the proposal. 

Knowledge-based Recommendation System: The system 
provides suggestions by establishing a knowledge-based 
criteria based on explicit knowledge about products and 
users. A knowledge-based RS does not require a large 
quantity of data at the outset because its suggestions are 
independent of the user's ratings. After assessing the goods 
that meet the user's criteria, it offers product suggestions 
based on the user's preferences. 

Hybrid-based Recommendation System: Hybrid RS is the 
result of combining different filtering algorithms, as the 
name implies. CBS and CFRS are the most prevalent HRS 
combo. Combining several filtering procedures has the goal 
of improving suggestion accuracy while removing the 
drawbacks of the particular filtering approaches. 

Utility-based Recommendation System: This RS generates 
a utility model of each article for the user before making 
suggestions. This method creates multi-attribute user utility 
functions and clearly recommends the item with the highest 
utility based on each item's determined user-utility. 

Countless studies and efforts have been done on 
Recommendation Systems using various algorithms. Some 
of the works will be addressed here. 

Katore L.S and Umale J.S at [4] used Naive Bayes, K Star, 
J48 (C4.5), and Simple Cart algorithms to investigate 
Recommendation Systems. Naive Bayes is a probabilistic 
model that allows us to express nonlinearity in a systematic 
way by calculating the probabilities of outcomes. It is 
possible to tackle diagnostic and predictive issues. K star is 
a generalized closest neighbor approach based on 
transformations. It offers a consistent method for dealing 
with symbolic attributes, real-valued characteristics, and 
missing values. For classification, the J48 classifier employs a 
simple C4.5 basic decision tree. The data is classified using 
the Divide and Conquer method. 

Y. Koren, R. Bell, and C. Volinsky at [5] have provided 
strategies for a Recommendation System based on 
feedback, both implicit and explicit, using Matrix 
Factorization. 

Pedro G. Campos et al. at [6] found that time-biased 
methods outperform their baseline and ad-hoc strategies 
by a significant margin. This demonstrates the potential for 
temporal information to be a useful input in making 
improved forecasts of user preferences. 

Xiao and Benbasat at [7] examined at empirical 
publications on e-commerce product offering agents 
published between 2007 and 2012, as well as e-commerce 
product recommendation agents. They looked at subjects 
like recommendation agent type and their operative aspects, 
user perception factors like enjoyment, suggestion quality, 
and social presence. 

Lu, et al. at [8] analyzed papers published between 2013 
and 2015 in the areas of online government, online business, 
online shopping, online library, online learning, online 
tourism, online resource services, and online group 
activities in the application development of RS. 

Adomavicius and Tuzhilin [9] looked at three different 
types of recommendation techniques: content-based 
filtering, hybrid filtering, and collaborative filtering. They 
discussed the methodology's constraints and limitations, as 
well as potential ideas for improving suggestion 
performance. 

2. METHODOLOGY 

We used the Recommendation System in three separate 
categories in this investigation. The first is for new users, and 
the products are suggested depending on their popularity. 
The second is based on the customer's previous purchases, 
searches, and user reviews. The third and the last solution is 
for a new firm that does not have any consumer feedback. 
We made use of two datasets for this study. 

The first set of data is a collection of user ratings for 
various products.   The    latter    is    comprised    of    
descriptions of products, which can be used in new firms. 

We'll need the python libraries numpy, pandas, 
matplotlib, and sklearn to continue with this project. 
'numpy' is utilised for efficient computations, 'pandas' for 
reading and writing spreadsheets, 'matplotlib' for data 
visualisation, and 'sklearn' for machine learning and 
statistical modelling. 
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A. Popularity based Recommendation System: 

Customers who visit an e-commerce site for the first 
time will be guided to the most popular products on that 
site. We grouped the products based on the count of ratings 
after reading the dataset (shown in Fig1). Then we sorted 
the rating values in decreasing order, starting with the 
highest rated product. The ratings dataset consists of 
2023070 tuples. 

 

Fig 1: The ratings dataset (first 25 values are shown) 

Using the bar plot, we found which product has received 
the highest rating. On the new user's home page, this 
product is recommended. 

B. Model-based Recommendation System: 

Because it assists in product prediction for a given user 
by identifying patterns based on preferences from various 
user data, a model-based collaborative filtering approach is 
used. It makes recommendations to consumers based on 
their previous purchases and the similarity of ratings 
offered by other users who bought comparable goods. 

In this approach, we created a utility matrix with 
productId in columns and userId in rows. The values in the 
matrix represent the customer's ratings of the specific 
product. Zero is used to fill the unknown quantities. A 
utility matrix is used to express all possible consumer 
behavior (ratings). The utility matrix is weak (sparse), and 
most of the values are undefined, since none of the 
consumers would buy everything on the page. 

The obtained utility matrix is now transposed. For our 
convenience, the matrix is now decomposed using SVD 

(Singular Value Decomposition) with 10 components. The 
decomposed matrix yields the correlation matrix. 

Because the person has already looked for or purchased 
a product, the productId of the previously searched product 
will be separated. The correlation between the customer's 
purchase and all other things purchased by other customers 
buying for the same product is obtained. The 
recommendation system offers the user the top ten goods 
based on the purchase behaviour of other consumers on the 
website. 

C. Description-based Recommendation System: 

Without any user-item purchase history, a search 
engine- based recommendation system can be developed for 
users in a business. Product suggestions can be made using 
the textual clustering analysis provided in the product 
description. We used the product descriptions dataset, 
which contains 124428 descriptions as well as productids, 
for our technique. 

 
Fig 2: The product description dataset with first 5 values 

TfidfVectorizer from the sklearn library was used to 
extract features from product descriptions. Based on the 
product description, we utilized K-Means clustering to 
evaluate the data and find the top keywords in each cluster. 
If a word appears in more than one cluster, the algorithm 
chooses the cluster with the highest occurrence frequency. 

The recommendation system can present items from the 
respective clusters based on the product descriptions once 
they are recognized based on the user's search phrases. 

3. RESULTS 

This section will present the outcomes of the three 
various strategies. 
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A. Popularity based Recommendation System: 

The decreasing order of the dataset and the barplot for 
the popularity-based recommendation system are 
presented below. 

 

Fig 3: The descending order of ratings 

 

Fig 4: The popularity of the products in increasing value 

 

 

 

 The graph above shows the most popular goods sold by 
the company, in descending order. 

B. Model-based Recommendation System: 

The utility matrix obtained is as follows. 

 

Fig 5: The utility matrix 

The utility matrix that has been transposed by the 
model- based recommendation system is shown as follows. 

 

Fig 6: The transposed utility matrix 

Assuming that a consumer purchased a product with the 
productId #6117036094, the top 10 productIds listed for 
this customer are as follows. 

 

 

 

 



              International Research Journal of Engineering and Technology (IRJET)                e-ISSN: 2395-0056 

               Volume: 08 Issue: 12 | Dec 2021                www.irjet.net                                                   p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 175 

 

Fig 7: The recommended items for the customer who has 
bought the product #6117036094. 

C. Description-based Recommendation System: 

For the technique of Description-based 
Recommendation System, the visualization of product 
clusters using K-Means is shown here. 

 

Fig 8: Visualising product clusters 

The recommendations of cluster when we tried to give 
some words as input for this technique are shown below. 

 

              Fig 9: Output for the key word fan 

The words present in cluster ID 11 are as below. 

 

Fig 10: Cluster 11 

 

Fig 11: Output for the key word spray paint 
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The words present in cluster ID 11 are as below. 

Fig 12: Cluster 5 

4. CONCLUSION AND FUTURE ENHANCEMENTS 

The variety of products available on e-commerce 
platforms is a factor to consider because it might impact a 
user's decision to purchase a product. As a result, the items 
on offer must cater to the needs of the users. 

This article presents Recommendation System solutions 
for firms who are establishing their first e-commerce 
website and do not yet have any user-item purchase/rating 
history. 

This recommendation system will aid consumers in 
obtaining a good suggestion, and after the buyers have a 
purchase history, the recommendation engine will be able to 
apply the model-based collaborative filtering approach. 

We have implemented all these three techniques and 
future work may extend to achieve the same through the 
perfect accuracies by combining this with sentimental 
analysis to find the positive and negative reviews given the 
users to recommend a product which may give rise to the 
sale of a quality product. 
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