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Abstract - The Higgs Boson is a fundamental particle that 
imparts mass to all matter in nature. The search for the Higgs 
boson is a major undertaking in particle physics. The Higgs 
Boson Classification Problem is proposed to be solved using 
machine learning (ML) approaches such as long-short-term 
memory (LSTM) and decision trees in this research (DT). The 
accuracy and AUC measures of those machine learning 
approaches are compared. We employ a huge dataset as the 
Higgs Boson, obtained from the public site UCI, and a Higgs 
dataset collected from the Kaggle site during the 
experimentation stage. 

Key Words:  Dataset, Workflow of Machine Learning, 
Deployment. 

 1.INTRODUCTION  

The Higgs Boson's discovery is a big issue for the field of 
High Energy Physics. To overcome the challenge of signal 
separation from background events, machine learning 
algorithms are presented. The signal is the decay of exotic 
particles, which creates a zone in feature space that is not 
explained by background processes. The background is 
made up of dissolving particles that have been found in prior 
tests. Particle physics has progressed in several ways that 
are pertinent to the quest for the Higgs Boson. ATLAS 
detector researchers evaluated the Standard Model 
predictions as part of one of the key experiments at the 
European Organization for Nuclear Research's (CERN) Large 
Hadron Collider (LHC). Six algorithms were used in the Higgs 
Boson Machine Learning Challenge, which was held in 2014. 
Support Vector, Machine Affinity Propagation, Random 
Forest, Decision Tree, K-Nearest Neighbors, K Means 
Clustering, Support Vector, Machine Affinity Propagation 
They used Higgs datasets to test the Deep Networks 
Classifier. Alves employed Stacking Machine Learning 
classifiers in a multivariate statistical analysis (MVA) to find 
Higgs Bosons at the LHC, outperforming Boosted Decision 
Drees and Deep Neural Network applications in particle 
physics. The following study suggests using machine 
learning (ML) approaches to address the Higgs Boson 
categorization problem: long short-term memory (LSTM) 
and decision tree (DT). Using the Higgs dataset UCI and the 
Higgs dataset Kaggle, we compare the accuracy of those ML 
algorithms. 

1.1 Working Principle 

     Several machine learning methods were used to create 
classifiers before classifying the data samples. These models 
are expected to be either a signal or a background. Training 
data was used to determine the component models. An 
integrated model was created to boost performance. 

High-energy physicists employ a variety of machine learning 
approaches to optimise and analyse the selection zone that 
generates these signal occurrences. Simulated signal and 
background events are used to train classifiers, which are 
given a weight to account for the difference between the 
event's prior probability and the simulator's probability. 

1.2 Overview 

Data pre-processing, data purification, feature identification, 
and feature engineering will also be discussed, as well as 
how they affect Machine Learning Model Performance. We'll 
also go through a few pre-modeling procedures that can help 
the model run faster. For deployment, we created a webapp. 
Python Libraries that would be need to achieve the task: 
1.NumPy 
2.Pandas                                                                                                            
3.TensorFlow 
4.Sci-kitLearn 
5. Matplotlib  

2. DATASET 

In an eight-dimensional feature space, the data comprises of 
simulated signal and background events. Each event data 
point is allocated an ID and a weight, as previously stated. 
The 8 attributes were actual values and comprised estimated 
particle mass, invariant mass of hadronic tau and lepton, 
vector sum of the transverse momentum of hadronic tau, 
centrality of azimuthal angle, pseudo-rapidity of the leptons, 
number of jets and their properties, and so on. A total of 
250,000 incidents were included in the data. Weights were 
not included with the test results. Each training data event 
was labelled with one of two labels: "s" for signal and "b" for 
background. 
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Dataset 

3. WORKFLOW OF MACHINE LEARNING 

Understanding the machine learning workflow 

We can define the machine learning workflow in 3 stages. 

 Gathering data 

 Data pre-processing 

 Researching the model that will be best for the type 
of data 

 Training and testing the model 

 Evaluation 

What is the machine learning Model? 

A machine learning model is nothing more than a piece of 
code that has been trained with data by an engineer or data 
scientist. So, if you feed the model garbage, you'll receive 
garbage back, i.e., the trained model will make erroneous or 
incorrect predictions. 

 1. Gathering Data 

    The method for acquiring data depends on the sort of 
project we want to create. For example, if we want to create 
an ML project that uses real-time data, we can create an IoT 
system that uses data from various sensors. The data set can 
come from a variety of places, including a file, a database, a 
sensor, and many other places, but it cannot be utilised 
immediately for analysis since there may be a lot of missing 
data, extremely big values, disorganised text data, or noisy 
data. As a result, Data Preparation is completed to address 
this issue. We can also make use of various free data sets 
available on the internet. The most popular repositories for 
creating Machine Learning models are Kaggle and the UCI 
Machine Learning Repository. Kaggle is one of the most 
popular websites for practising machine learning algorithms. 
They also hold events in which users can compete and put 
their machine learning skills to the test. 

 2. Data pre-processing 

One of the most important steps in machine learning is data 
pre-processing. It is the most crucial step in improving the 
accuracy of machine learning models. There is an 80/20 rule 
in machine learning. Every data scientist should devote 80% 
of their time to data pre-processing and 20% of their time to 
actual analysis. 

What is data pre-processing? 

Data pre-processing is the process of cleaning raw data, 
which is data that has been obtained in the real world and 
converted into a clean data set. In other words, anytime data 
is received from many sources, it is collected in a raw format, 
which makes analysis impossible. As a result, specific 
processes are taken to convert the data into a smaller, clean 
data set, which is referred to as data pre-processing. 

Why do we need it? 

Data pre-processing, as we all know, is the process of 
converting raw data into clean data that can be utilised to 
train the model. To get decent outcomes from the applied 
model in machine learning and deep learning projects, we 
surely require data pre-processing.  

Most of the real-world data is messy, some of these types of 
data are: 

1. Missing data: Missing data can be found when it is not 
continuously created or due to technical issues in the 
application. 

2. Noisy data: This type of data is also called outliners; this 
can occur due to human errors (human manually gathering 
the data) or some technical problem of the device at the time 
of collection of data. 

3. Inconsistent data: This type of data might be collected 
due to human errors (mistakes with the name or values) or 
duplication of data. 

3. Researching the model that will be best for the type of 
data 

Our main goal is to train the best performing model possible, 
using the pre-processed data. 

Supervised Learning 

In Supervised learning, an AI system is supplied with data 
which is labelled, which means that each data tagged with 
the right label. The supervised learning is classified into 2 
more categories which are “Classification” and “Regression”. 

In the classification and regression phase, we used a few 
approaches. 
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Decision Tree Algorithm 

A decision tree is a tree structure that looks like a flowchart, 
with an internal node representing a feature (or attribute), a 
branch representing a decision rule, and each leaf node 
representing the outcome. The root node is the topmost 
node in a decision tree. It learns to partition based on the 
value of an attribute. Recursive partitioning is a method of 
partitioning the tree in a recursive manner. This flowchart-
like structure assists you in making decisions. It's a flowchart 
diagram-style depiction that closely resembles human 
thinking. As a result, decision trees are simple to 
comprehend and interpret. 

 

The decision tree is a non-parametric or distribution-free 
strategy that does not rely on probability distribution 
assumptions. With good accuracy, decision trees can handle 
high-dimensional data. 

Linear Regression  

A supervised classification algorithm, logistic regression is. 
For a given collection of features (or inputs), X, the target 
variable (or output), y, can only take discrete values in a 
classification issue. Logistic regression, contrary to popular 
assumption, is a regression model. The model creates a 
regression model to forecast the likelihood that a given data 
entry belongs to the "1" category. Logistic regression models 
the data using the sigmoid function, just like linear 
regression assumes that the data follows a linear 
distribution. When a decision criterion is introduced, logistic 
regression transforms into a classification procedure. Setting 
the threshold value is a crucial part of Logistic regression, 
and it is determined by the classification problem. 

Long Short-Term Memory (LSTM): 

A recurrent neural network is a type of long short-term 
memory. The output of the previous step is used as input in 

the current step in RNN. Hoch Reiter and Schmid Huber 
created LSTM. It addressed the issue of RNN long-term 
dependency, in which the RNN is unable to predict words 
stored in long-term memory but can make more accurate 
predictions based on current data. RNN does not provide an 
efficient performance as the gap length rises. By default, the 
LSTM can keep the information for a long time. It is used for 
time-series data processing, prediction, and classification. 
The LSTM has a chain structure that consists of four neural 
networks and several memory blocks known as cells. 

4. Training and testing the model on data 

To begin training a model, we divide it into three sections: 
'Training data," Validation data,' and 'Testing data.' 

You use a 'training data set' to train the classifier, a 
'validation set' to modify the parameters, and a 'unseen test 
data set' to test the classifier's performance. It's worth 
noting that only the training and/or validation sets are 
available to the classifier during training. The test data set 
must not be used when the classifier is being trained. The 
test set will only be available while the classifier is being 
tested. 

 

The training set is the content that the computer uses to learn 
how to process information. The training component of 
machine learning is done through algorithms. A set of data 
used for learning, or fitting the classifier's parameters. 

Set of validations: Cross-validation is a technique used in 
applied machine learning to estimate a machine learning 
model's skill on unknown data. To tune the parameters of a 
classifier, a collection of unseen data is used from the training 
data. 

A test set is a collection of previously unseen data used solely 
to evaluate the performance of a fully stated classifier. 

We can begin the training procedure once the data has been 
separated into the three segments specified. 

A training set is used to develop a model in a data collection, 
whereas a test (or validation) set is used to test the model. 
The test (validation) set excludes data points from the 
training set. In each iteration, a data set is usually divided into 
a training set, a validation set (some people call it a 'test set' 
instead), or a training set, a validation set, and a test set. 

Any of the models we choose in step 3/ point 3 are used in 
the model. We can use the same trained model to forecast 

https://www.geeksforgeeks.org/linear-regression-python-implementation/amp/
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using the testing data, i.e. the unseen data, once the model has 
been trained. After that, we can create a confusion matrix, 
which will tell us how successfully our model has been 
trained. True positives, True Negatives, False Positives, and 
False Negatives are the four parameters of a confusion 
matrix. To create a more accurate model, we desire to get 
more values in the True negatives and True positives. The 
number of classes has no bearing on the size of the Confusion 
matrix. 

 

True positives: These are instances where we predicted 
TRUE and our anticipated output was accurate. 

True negatives: We predicted FALSE and were correct in our 
prediction. 

False positives occur when we expect TRUE but the actual 
outcome is FALSE. 

False negatives occur when we expect FALSE while the actual 
projected output is TRUE. 

The confusion matrix can also be used to determine the 
model's correctness. 

Accuracy = (True Positives +True Negatives) / (Total 
number of classes) 

i.e. for the above example: 

Accuracy = (100 + 50) / 165 = 0.9090 (90.9% accuracy) 

5. Evaluation 

Model evaluation is an important step in the creation of a 
model. It aids in the selection of the best model to represent 
our data and the prediction of how well the chosen model will 
perform in the future. We could tweak the model's hyper-
parameters to improve accuracy, as well as look at the 
confusion matrix to see if we can increase the number of true 
positives and true negatives. 

4. DEPLOYMENT 

 We designed a webapp for deployment. Using streamlit and 
Heroku, we deployed the trained model. We used streamlit to 
create a frontend, which we then deployed to the Heroku 
server. We used Mauna to deploy our GitHub repository to 
Heroku; the deployment option was Manually. 

Streamlit is a Python-based app framework for deploying 
machine learning apps. It's a free and open-source 
framework that's similar to R's Shiny package. Heroku is a 
cloud-based platform-as-a-service (PaaS) that facilitates the 
deployment and management of apps written in a variety of 
programming languages. 

Heroku lets you deploy, run and manage applications written 
in Ruby, Node.js, Java, Python, Clojure, Scala, Go and PHP. 

Heroku allows you to launch, execute, and manage Ruby, 
Node.js, Java, Python, Clojure, Scala, Go, and PHP 
applications. An application is made up of source code 
written in one of these languages, maybe a framework, and a 
dependency description that tells a build system which other 
dependencies are required to create and run the 
programmed. The source code for your project, along with 
the dependency file, should offer enough information for the 
Heroku platform to build and run your app. 

Many developers use Git to manage and version source 
code because it is a powerful, distributed version 
management system. Git is the primary method for 
deploying applications on the Heroku platform. When you 
create an app on Heroku, it creates a new Git remote, usually 
named Heroku, that is linked to your app's local Git 
repository. 

       Deployment, then, is the process of moving your 
programmed from your local system to Heroku, and Heroku 
offers numerous options for doing so. 

5. CONCLUSIONS 

 Even in the Higgs field, it's difficult to find signals from the 
background. To overcome the challenge of signal separation 
from background events, machine learning algorithms are 
presented. We used a machine learning model to detect 
Higgs boson signals or background with high accuracy, and 
because this machine learning model is fast, it saves us a lot 
of time. As far as Higgs boson practical discovery, The LSTM 
runs well with accuracy achieved 79%. It works better than 
Decision Tree (72%) and Linear Regression (67%). 

Future Scope 

More higgs data will be available in the future. We can easily 
determine whether they are signals or background using 
machine learning. Using several models, we can improve 
accuracy. We create programmed that are simple to use for 
everybody. 
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