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Abstract -The frequent item set mining meet some
challenges by large scale and rapidly expanding datasets. In
sensor monitoring system and data integration System the
data manipulated is highly ambiguous. Frequent itemset
mining from generous uncertain database illustrated under
possible world semantics is a crucial dispute. In our project,
Approximated algorithm is established to extract the threshold
based PFI from generous ambiguous database exceedingly
.Incremental frequent itemset algorithm is used to retain the
mining sequence. This reduces the need of re-executing the
whole mining algorithm on the new database, which is often
more expensive and unnecessary. Here both tuple and
attribute uncertainty is reinforced. The efficiency of our
proposed algorithm is validated by interpreting both real and
synthetic dataset.

Key Words: Frequent itemset mining, Incremental
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1. INTRODUCTION

Data mining is defined as a process used to extract usable
data from a larger set of any raw data. Data mining is also
known as Knowledge Discovery in Data (KDD). It is an
interdisciplinary sub field of computer science. The overall
goal of the data mining process is to extract information
from a data set and transform it into an understandable
structure for further use. Aside from the raw analysis step, it
involves database and data management aspects, data
preprocessing, model and inference considerations,
interesting metrics, complexity considerations, post-
processing of discovered structures, visualization, and online
updating. It implies analyzing data patterns in large batches
of data using one or more software. Data mining has
applications in multiple fields, like science and research.
Data mining involves effective data collection and
warehousing as well as computer processing. For
segmenting the data and evaluating the probability of future
events, data mining uses sophisticated mathematical
algorithms. The objective of this process is to sort through
the large quantities of data and discover new information.
The benefit of data mining is to turn this new found
knowledge into actionable result, such as increasing a
customer’s likelihood to buy, or decreasing the number of
fraudulent claims. Data Mining is also the search for valuable
information in large volumes of data. It is a cooperative
effort of humans and computers. Humans, design databases,
describe problems and set goals. Computers sift through
data, looking for patterns that many these goals. A marketing

company using historical response data to build models to
predict how will respond to a direct mail or telephone
solicitation is using data mining. A manufacturer analyzing
sensor data to isolate conditions that lead to unplanned
production stoppages is also used in data mining.

2. RELATED WORKS

Sapna Saparia et al[2], The problem of frequent pattern
mining with uncertain data they will show how broad classes
of algorithms can be extended to the uncertain data setting.
In particular, they will study candidate generate-and-test
algorithms, hyper-structure algorithms and pattern growth
based algorithms. One of their insightful observations is that
the experimental behavior of different classes of algorithms
is very different in the uncertain case as compared to the
Deterministic case. In particular, the hyper-structure and the
candidate generate-and-test algorithms perform much better
than tree-based algorithms. They will test the approach ona
number of real and synthetic data sets, and show the
effectiveness of two of our approaches over competitive
techniques.

Hong Cheng[3]et al, Frequent itemset mining has been a
focused theme in data mining research and an important
first step in the analysis of data arising in a broad range of
applications. The traditional exact model for frequent
itemset requires that every item occur in each supporting
transaction. However, real application data is usually subject
to random noise or measurement error, which poses new
challenges for the efficient discovery of frequent itemset
from the noisy data. Mining approximate frequentitemset in
the presence of noise involves two key issues: the definition
of a noise-tolerant mining model and the design of an
efficient mining algorithm. In this chapter, they will give an
overview of the approximate itemset mining algorithms in
the presence of random noise and examine several noise-
tolerant mining approaches.

Ben kao[4] et al, They study the problem of mining frequent
itemsets from uncertain data under a probabilistic
framework. They consider transactions whose items are
associated with existential probabilities and give a formal
definition of frequent patterns under such an uncertain data
model. They show that traditional algorithms for mining
frequent itemsets are either inapplicable or computationally
inefficient under such a model. A data trimming framework
is proposed to improve mining efficiency. Through extensive
experiments, They show that the data trimming technique
can achieve significant savings in both CPU costand I/O cost.
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Smith Tsang[5] et al, Traditional decision tree classifiers
work with data whose values are known and precise. They
extend such classifiers to handle data with uncertain
information, which originates from measurement or
quantization errors, data staleness, multiple repeated
measurements, etc. The value uncertainty is represented by
multiple values forming a probability distribution function.
They discover that the accuracy of a decision tree classifier
can be much improved if the whole pdf, rather than a simple
statistic, is taken into account. They extend classical decision
tree building algorithms to handle data tuples with uncertain
values. Since processing pdfs is computationally more
costly, they propose a series of pruning techniques that can
greatly improve the efficiency of the construction of decision
trees.

Man Lung Yiu[6] et al, They study the problem of
answering spatial queries in databases where objects exist
with some uncertainty and they are associated with an
existential probability. The goal of a thresholding
probabilistic spatial query is to retrieve the objects that
qualify the spatial predicates with probability that exceeds a
threshold. Accordingly, a ranking probabilistic spatial query
selects the objects with the highest probabilities to qualify
the spatial predicates. They propose adaptations of spatial
access methods and search algorithms for probabilistic
versions of range queries, nearest neighbors, spatial
skylines, and reverse nearest neighbors and conduct an
extensive experimental study, which evaluates the
effectiveness of proposed solutions.

3. IMPLEMENTATION

The system architecture of “Efficient mining of frequent
itemset in large uncertain database” is shown below through
a simplified diagram.

In this architecture diagram, the text document is first taken
as an input. The text document is the xml file then the file is
converted into text file and then load into the database. For
the given data the support value is calculated then the given
items are sorted based on the support value. Then the
candidate generation of 2 and 3 itemet based on dynamic
programming algorithm. Detect the Minimal support. Then
threshold based Candidate 2 and 3 itemset based on Model
based algorithm is calculated. Calculating the time taken to
compute PFI by both the techniques. Calculating the number
of PFI obtained by both the techniques. Finally we prove that
our method out performs much better than the existing one
by graph.

Mining Threshold Based
Text PFL
Document Loading DB

Adding New Items to
Database

Detecting PFI for Updated Loading PFT
Dataset inDB

Fig 4.1 System Diagram

4. RESULTS AND DISCUSSION

[ Open =)
Lookin: |[E§ Dataset v (5 b i H =1}
|| newtrans xml
. transactions xml |
File Name: transactions. xml
Files of Type. | All Files = |
Open Cancel

Fig 6.1.1 Opening a xml file

Fig 6.1.1 shows that the input xml file is open from the
computer.
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LOADING TRANSACTIONAL DATA IN DATABASE

ITEMSETS IN TRANSACTIONS [+
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Fig 6.1.2 Loading the data
o] |

@ XML File Loaded Successfully into Database

Message

Fig 6.1.2.1
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Fig 6.1.2 and fig 6.1.2.1 shows that the xml file is loaded into
the database. CALCULATING SUPPORT PMF
LIST OF ITEMS FREQUENT ITEMS BASED ON SUPPORT
Transparent Tape 2 (] il Fiters |
T | InssctRepaiiant House Paint
—— — = Ol Filters Trash Bags
Tires Taol Boxss
- 2 Denture Adhesive Tennis Rackets
VIEW TRANSACTIONAL DATABASE Faucet wasners Fisning Boots
Motor Oil Paint Rollers
sl Piasic oos Spesters
o (TO Toeswten emt R hemd (fed 1o emb[tem? e mm || Panty Hose Sweaters
1 1 lems  Tpue. Swp Py Seluish Deokum VemaC. SwwwC. Dstma e 1| Sho e Eié‘:‘;;’:ﬁ
1 2 lems  Pefames  ShagRogs Eicwca. ToolBows Shees | m Foatballs Mylon Rope = _
1 3 lem iR S Cofin Lpick  Losg  FsbmgB. Deedommt Ribbmg  Shampeo e ies P sards
1 4 Ttems OlFiers Dstwash. Deodorat HarColor. Speakers  CarBamer.. Dresses ES:M: S\E‘{l:\s"ﬁr”ss
. ortisone 2 ketballs
1 fems  Tes  Cofis  NyboRop SufButs Shaspes T Cotinats * || s v
1 [ Tiems Desmwe . lceCube . Dice Lmigs  Puses  FoodPres FoodPre  ToiktSeats il = il =
1 7 Tems FascetW.. Water Ppes ShoePolish Basketalls RubderC.. PamtRoll  CarBamer.. Dushboards
1 ] Tiems Motor O Puny Pastic W... Ik Sovess  SponsCa Deodorant CarBatter.. lmsectRe
1 ) ems  PasicW. FihigR. Peem Epory  Cafes Ik
1 10 ems  Dpes  Cotsone  losecioides BycleTo. Systhedc  ShagRug
1 1 Tiems PatyBsse Ghcenn  Life Jackets FootbalC. ShowerC_ Clthestne Refgerant ShagRugs Symbesc = = =
1 n Iems  SpomsCa. Deodorat ShoePolsh Tam Basketbals Guitar Sy Sboe Polsh Flg 6'1'5 Sortlng the ltems
1 B Tiems SurfBoards Har Coler... Roofing Siacks Lamgs Meps Lafe Jackets Dresses Epoxy | ‘
1 7} Treme. Foothalle  Rimerla T Reate e Inactisides Thachoarde Cocomins  Berionm  Fond e 7] —
Fig 6.1.5 shows the sorting of the items based on the support

count.
Fig 6.1.3 Transactional database
£} T — L | )

Fig 6.1.3 display the transactional database to the user.

GENERATING CANDIDATE-2 ITEMSET BASED ON DP

CANDIDATE-2 ITEMSET

@ e

CALCULATING SUPPORT PMF ‘GENERATE
"
LIST OF ITEMS FREQUENT ITEMS BASED ON SUPPORT = > == =

SORTING L =

Fig 6.1.6 Generation of candidate-2 itemset based on
e dp

- -
Fig 6.1.4 Calculating the support value

f Message M1 6 Successfully Generated

6 Distinct tems Successfully Extracted @

Fig 6.1.6.1

L
Fig 6.1.4.1
GENERATING CANDIDATE-2 ITEMSET BASED ON DP

Fig 6.1.4 and fig 6.1.4.1 shows the distinct items that are

extracted from the database. CANDIDATE 2 1TEVSET
item1 | ttem2 | TID | support |
Transparent Tape  Oil Filters 551,83432.0491.. 7 5
Transparent Tape  Linoleum 864,1200,1610,10.. 8
Transparent Tape  House Paint 225,650,738.1270... 14 Il
Transparent Tape ~ Trash Bags 903,1212.974.192._ 10
Transparent Tape  Tool Boxes 671,1033,1261,14.. 15 M
Transparent Tape Tennis Rackets 1763,037.1988.14... 7
Transparent Tape  Fishing Boots 949,1438.1464.10... 6
Transparent Tape  Paint Rollers 1899,55,398,102, . 13
Transparent Tape  Speakers 1321,284,1504.17... ©
‘Transparent Tape Plastic Wood 727,573.864.1502... 8
Transparent Tape  Sweaters 855,011,1374275... 11 -
Transparent Tape  Ice Cube Trays 017,1788,573.671 . 5 L *
Tranenarent Tana Cnitar Qtvinas 00 106N 1353 03 ki L —

Fig 6.1.6.2 Result
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Fig 6.1.6 and fig 6.1.6.2 shows the generation of candidate -2
itemset based on dynamic programming algorithm.

GENERATING CANDIDATE-3 ITEMSET BASED ON DP

2] T — =] =) e

GENERATING CANDIDATE-2 ITEMSET BASED ON MB

CANDIDATE-2 ITEMSET

GENERATE
|
VIEW
=
e

Fig 6.1.7 Generation of candidate-2 itemset based on
mb

. )y

6 Successfully Generated

Lo

CANDIDATE-3 ITEMSET

GENERATE
VIEW

-

Fig 6.1.8 Generation of candidate-3 itemset based on

dp

6 Successfully Generated

Lox |

Fig 6.1.8.1

= — o [
Flg 6.1.7.1 GENERATING CANDIDATE-3 ITEMSET BASED ON DP
Fig 6.1.7 and fig 6.1.7.2 shows the generation of candidate-2 CaNDIDATE S ITEASET
. . ftem1 | tem2 | tema | sueport | TID |
itemset based on model based algorithm. Teampuenr  OlFites | ToshBigs | 1 oos, :
Transparent ... Ol Filters Fishing Boots 1 949,
. — L e RN e e
= Transparent ... Oil Filters Plastic Wood 2 803,040,
‘Transparent ...  Oil Filters Guitar Strings 2 1060,32,
GENERATING CANDIDATE-2 ITEMSET BASED ON MB Transparent ... Oil Filters Lipstick ! 604, p—
Transparent .. Ol Filters Bearing Grease 1 040,
Transparent ... Oil Filters Insecticides 1 040,
Transparent ...  Oil Filters Wheels 2 551,834,
CANDIDATE 2 ITEMSET Transparent ... Oil Filters Footballs 1 1060,
tem1 | ttem2 | mo | Support | Transparent . Oil Filters Clothestine 1 1060, —
Transparent Tape Oil Filters 551834320401 . 7 5 Transparent ... Oil Filters Rubber Cement 1 1060, L *
Transparent Tape  Linoleum 864,1200.1610.10... 8 Tranenanant O Fiteare T Tactare i 214 Ll —
Transparent Tape House Paint 225,650,738.1270. . 14
Transparent Tape Trash Bags 003,1212.074.102 10
Transparent Tape Tool Boxes 671,1033,1261.14 . 15 =
Transparent Tape  Tennis Rackets 1763,037,1088.14... 7 R Flg 6'1'8'2 Result
Transparent Tape Fishing Boots 0401438 146410 . 6
Transparent Tape Paint Rollers 180055308102, 13 : . . :
s ot sty Fig 6.1.8 and fig 6.1.8.2 shows the generation of candidate -3
Temsparest Tape  PlastcWood 7275733641502, 8 itemset based on dynamic programming algorithm.
Transparent Tape  Sweaters 855,011,1374275.. 11 —
Transparent Tape  Ice Cube Trays 017,1788,573.671._ 5 L »
Tranenarant Tana Conitar Qtrinae 200 1040 13151 01 el L _—

Fig 6.1.7.2 Result
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GENERATING CANDIDATE-3 ITEMSET BASED ON MB FREQUENT ITEMSETS BASED ON MB ALGORITHM
CANDIDATE-3 ITEMSET
FREQUENT ITEMSET BASED ON MB
Item1 | ltem2 | ltem3, | support | TID |
Transparent Tape  House Paint Tool Boxes 3 32518181782, [*
Transparent Tape ~ House Paint Basketballs 3 1013,1635.650,
Transparent Tape  House Paint Percolators 3 325,1270,1013,
Transparent Tape  House Paint Food Preservatives 3 650,1782,1818, i
Transparent Tape  House Paint ‘Tool Racks 3 074,1007,963
“ Transparent Tape  Trash Bags Paint Rollers 3 1899,1551,1276 |
Transparent Tape  Trash Bags Linings 3 974,1551,1276,
Transparent Tape  Tool Boxes Shag Rugs 3 717,1818,1832,
Transparent Tape  Tool Boxes Paint 3 1033,1818.67.
Transparent Tape  Tool Boxes Sperts Car Bodies 3 1160,1353,1033, ——
- Transparent Tape  Tool Boxes Polish Remover 3 1353,67.325 *
» e reimen.. - tienvennanes ¥ e
o

Fig 6.1.9 Generation of candidate-3 itemset based on
mb

-

2z

Successfully Generated

(ox ]

Fig 6.1.9.1

Fig 6.1.9 and fig 6.1.9.2 shows the generation of candidate -3
itemset based on model based algorithm.

= — o o
FREQUENT ITEMSETS BASED ON DP ALGORITHM
FREQUENT ITEMSET BASED ON DP
Item1 | tem2 | tem3 | support | TID
Transparent Tape Ol Filters Trash Bags 1 604, |
Transparent Tape Ol Filters Fishing Boots 949
Transparent Tape Ol Filters, Paint Rollers 551,

1
1
Transparent Tape Ol Filters Plastic Wood 2 893,949
Transparent Tape  Oil Filters Guitar Strings 2 106032,
Transparent Tape Ol Filters Lipstick 1 604 |
Transparent Tape Ol Filters Bearing Grease 1 949,
Transparent Tape  Oil Filters Insecticides 1 949
Transparent Tape  Oil Filters Wheels 2 551,834,
Transparent Tape Ol Filters Footballs 1 1060, ——
Transparent Tape  Oil Filters Clothestine 1 1060, *
L A e PNy S Bl “nen L | -

Fig 6.1.10 Frequent itemset based on dp

Fig 6.1.11 Frequent itemset based on mb

Fig 6.1.10 and fig 6.1.11 shows generation of frequent
itemset based on dynamic programming and model based
algorithm.

E

(]

RECALL AND PRECISON

MINIMAL SUPPORT

RECALL

b
°

PRECISION

RECALL & PRECISION
C—
—

Fig 6.1.10 Recall and precision

= S

UPDATE DATABASE |

NEW ITEA
Tires
null

Fig 6.1.11 Inserting the new items
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6 Successfully Inserted

Lok ]

Fig6.1.11.1

Fig 6.1.11 and fig 6.1.11.1 shows the insertion of new items
into the database.

FREQUENT ITEMSETS

FREQUENT ITEMSETS

FREQUENT ITEMSET

Item1 | tem2 | tem3, | Support | TID |
325,1818,1782,  [&
1013.1635,650.
325,1270,1013,
650,1782,1818,

Transparent Tape  House Paint Tool Boxes
Transparent Tape  House Paint Basketballs
Transparent Tape  House Paint Percolators

Transparent Tape  House Paint Food Preservatives

Transparent Tape  House Paint Tool Racks 974,107,963
Transparent Tape  Trash Bags Paint Rollers 1899,1551,1276
Transparent Tape  Trash Bags Linings 974,1551,1276,
Transparent Tape  Tool Boxes Shag Rugs 717,1818,1832,
Transparent Tape  Tool Boxes Paint 1033.1818,67.

Transparent Tape  Tool Box: Sports Car Bodie:

es s 1160,1353,1033, 3
es 1353,67,325 £
e mome PR =z tien tann 1naes L] o

WL W W W W e W W e W

Transparent Tape  Tool Box: Polish Remover

Fig 6.1.12 Frequent itemset

(£ = | ||

PERFORMANCE GRAPH

PFI GRAPH

EUNTIME GRAFH I

Fig 6.1.13 Performance graph

10,000 |-

©.000 +---

2,000 1

7.000 |-

6.000 |-

s.000 |

4.000 |-

2.000 |-

Z.000 |-

Time Taken to Compute PFIGin Milliseconds)

1.000 |-

Mining Algorithm

Fig 6.1.13.1 Time taken graph

-
.| PFI Graph

55,000 |

s0.000 |-

<5.,000 |- -

<0000 |

35.000 |-

20.000 |- -

25,000 |

No. of PFI Generated

Z0.000 |-

15,000 |---

10,000 |

s5.000 |---

Minina Algaorithm

Fig 6.1.13.2 PFI generation graph

Fig 6.1.13.1 and 6.1.13.2 shows the comparion of both
algorithm based on their computation time and number of
PFI generation.

5. CONCLUSION AND FUTURE WORK

The proposed system is used to find the frequentitemset of
large uncertain database. A Model-based approach isadduced
to excerpt threshold-based Probabilistic Frequent Itemset
(PFI).Support Probabilistic Mass Function is approximated by
using model based approach to justify the PFI expeditiously.
Incremental Mining Algorithm is analyzed to fetch PFIs from
progressing database. The efficiency and accuracy of
Incremental mining algorithm is proved. They support both
Tuple and Attribute ambiguity in uncertain data. In future
this mining model solves the update and deletes operations
based itemset mining problems and Rule Mining Algorithm
can be used to extract frequent item set from large uncertain
database.
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