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Abstract - Human activity recognition involves predicting the 
movement of a person based on sensor data and traditionally 
involves deep domain expertise and methods from signal 
processing to correctly engineer features from the raw data in 
order to fit a machine learning model. The practical 
application of human activity recognition consists of 
automatically classifying/categorizing a dataset of videos on 
disk, Training and monitoring a task to perform correctly, 
verifying the task is done. Recently, deep learning methods 
such as convolution neural networks and recurrent neural 
networks have shown capable and even achieved results by 
automatically learning features from the raw sensor data.  
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1. INTRODUCTION  

The Kinetics dataset, the dataset used to train the human 
activity recognition model. The description of the DeepMind 
Kinetics human action video dataset contains 400 human 
action classes, with at least 400 video clips for each action. 
Each clip lasts around 10s and is taken from a different 
YouTube video. The actions are human focused and cover a 
broad range of classes including human object interactions 
such as playing instruments, as well as human-human 
interactions such as shaking hands. The statistics of the 
dataset how it was collected, and give some baseline 
performance figures for neural network architectures 
trained and tested for human action classification on this 
dataset.  

1.1 3D ResNet for Human Activity Recognition 
 
In this architecture shows how existing state-of-the-art 2D 
architectures (such as ResNet, ResNeXt, DenseNet, etc.) can 
be extended to video classification via 3D kernels. These 
architectures have been successfully applied to image 
classification. 

 The large-scale ImageNet dataset allowed such 
models to be trained to such high accuracy. 

 The Kinetics dataset is also sufficiently large. 

 

  

Fig -1: Deep neural network advances on image 
classification with Image Net have also led to success in 

deep learning activity recognition. 

By modifying both the input volume shape and the kernel 
shape, the accuracy obtained as follows: 

 78.4% accuracy on the Kinetics test set 

 94.5% accuracy on the UCF-101 test set 

 70.2% accuracy on the HMDB-51 test set 

In order to determine whether current video datasets have 
sufficient data for training very deep convolution neural 
networks (CNNs) with spatio-temporal three-dimensional 
(3D) kernels. Recently, the performance levels of 3D CNNs in 
the field of action recognition have improved significantly. 
However, to date, conventional research has only explored 
relatively shallow 3D architectures. We examine the 
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architectures of various 3D CNNs from relatively shallow to 
very deep ones on current video datasets. Based on the 
results of those experiments, the following conclusions could 
be obtained:  

(i) ResNet-18 training resulted in significant over fitting for 
UCF-101, HMDB-51, and Activity Net but not for Kinetics.  

(ii) The Kinetics dataset has sufficient data for training of 
deep 3D CNNs, and enables training of up to 152 Res Nets 
layers, interestingly similar to 2D ResNets on ImageNet. 
ResNeXt-101 achieved 78.4% average accuracy on the 
Kinetics test set.  

(iii) Kinetics pertrained simple 3D architectures outperforms 
complex 2D architectures, and the pretrained ResNeXt-101 
achieved 94.5% and 70.2% on UCF-101 and HMDB-51, 
respectively. The use of 2D CNNs trained on ImageNet has 
produced significant progress in various tasks in image. We 
believe that using deep 3D CNNs together with Kinetics will 
retrace the successful history of 2D CNNs and ImageNet, and 
stimulate advances in computer vision for videos.  

1.2 DEEP LEARNING 

Deep learning methods aim at learning feature hierarchies 
with features from higher levels of the hierarchy formed by 
the composition of lower level features. Automatically 
learning features at multiple levels of abstraction allow a 
system to learn complex functions mapping the input to the 
output directly from data, without depending completely on 
human-crafted features. Deep learning algorithms seek to 
exploit the unknown structure in the input distribution in 
order to discover good representations, often at multiple 
levels, with higher-level learned features defined in terms of 
lower-level features. The hierarchy of concepts allows the 
computer to learn complicated concepts by building them 
out of simpler ones. If we draw a graph showing how these 
concepts are built on top of each other, the graph is deep, 
with many layers. For this reason, we call this approach to AI 
deep learning. Deep learning excels on problem domains 
where the inputs (and even output) are analog. Meaning, 
they are not a few quantities in a tabular format but instead 
are images of pixel data, documents of text data or files 
of audio data. Deep learning allows computational models 
that are composed of multiple processing layers to learn 
representations of data with multiple levels of abstraction. 

1.3 OpenCV 

OpenCV (Open Source Computer Vision Library) is an open 
source computer vision and machine learning software 
library. OpenCV was built to provide a common 
infrastructure for computer vision applications and to 
accelerate the use of machine perception in the commercial 
products. Being a BSD-licensed product, OpenCV makes it 
easy for businesses to utilize and modify the code. 

The library has more than 2500 optimized algorithms, which 
includes a comprehensive set of both classic and state-of-
the-art computer vision and machine learning algorithms. 
These algorithms can be used to detect and recognize faces, 
identify objects, classify human actions in videos, track 
camera movements, track moving objects, extract 3D models 
of objects, produce 3D point clouds from stereo cameras, 
stitch images together to produce a high resolution image of 
an entire scene, find similar images from an image database, 
remove red eyes from images taken using flash, follow eye 
movements, recognize scenery and establish markers to 
overlay it with augmented reality, etc. OpenCV has more 
than 47 thousand people of user community and estimated 
number of downloads exceeding 18 million. The library is 
used extensively in companies, research groups and by 
governmental bodies.Along with well-established companies 
like Google, Yahoo, Microsoft, Intel, IBM, Sony, Honda, Toyota 
that employ the library, there are many startups such as 
Applied Minds, Video Surf, and Zeitera, that make extensive 
use of OpenCV. OpenCV’s deployed uses span the range from 
stitching street view images together, detecting intrusions in 
surveillance video in Israel, monitoring mine equipment in 
China, helping robots navigate and pick up objects at Willow 
Garage, detection of swimming pool drowning accidents in 
Europe, running interactive art in Spain and New York, 
checking runways for debris in Turkey, inspecting labels on 
products in factories around the world on to rapid face 
detection in Japan. 

It has C++, Python, Java and MATLAB interfaces and 
supports Windows, Linux, Android and Mac OS. OpenCV 
leans mostly towards real-time vision applications and takes 
advantage of MMX and SSE instructions when available. A 
full-featured CUDA and OpenCL interfaces are being actively 
developed right now. There are over 500 algorithms and 
about 10 times as many functions that compose or support 
those algorithms. OpenCV is written natively in C++ and has 
a template interface that works seamlessly with STL 
containers. 

 

https://sourceforge.net/projects/opencvlibrary/files/stats/timeline?dates=2001-09-20+to+2019-01-30
https://opencv.org/android/
https://opencv.org/cuda/
https://opencv.org/opencl/
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Fig – 2: Human activity recognition 

2. CONCLUSION 

As the technology are blooming with emerging trends the 
model architecture had been modified to utilize 3D kernels 
rather than the standard 2D filters, enabling the model to 
include a temporal component for activity recognition. 
Finally, we implemented human activity recognition using 
OpenCV’s dnn module Based on the results, the human 
activity recognition model is performing efficiently. 
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