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Abstract - The Image signal processor is a type of digital 
signal processor or media processor which is used for image 
processing in digital cameras or other devices. This ISP can 
receive the image data directly from the image sensor 
interface over a handshake mechanism or can read from 
memory. The output of the ISP can be given directly to another 
vision processor or can be used to store in memory. The image 
signal processor is used to convert and get more data of raw 
image data which is of Bayer format, received from the 
camera sensor. The paper is to develop the software which is 
dealing with the images captured by cameras. 
 
The software Image signal processor is developed which will 
be more flexible when compared to the actual image signal 
processor. K means algorithm is used, which uses averaging of 
the pixel values of corresponding images to increase the 
quality of an image. Resampling of the image is carried out at 
last block of ISP, resampling has two methods, Adaptive 
methods change depending on what they are interpolating 
and Non-adaptive methods treat all pixels equally. In this 
project, Lanczos Non-adaptive interpolation/resampling 
technique is used to resample the images, which uses 6 tap 
filtering techniques to interpolate and it is compared with the 
Bilinear interpolation technique to check the quality of an 
image this is carried out by calculating peak signal to noise 
ratio of images. 
 
Key Words:  Image signal processor, digital camera, 
resampling, 6tap filtering, PSNR. 
 

1. INTRODUCTION 
 

Image signal processor is a type of media processor which 
is used in all digital cameras. While capturing an image when 
the light passes through the sensors R, G and B images are 
formed depending on the wavelength of the light which can be 
called as Bayer format and these collections are called as pixels 
and these pixels are gone through mosaicing, demosaicing and 
many of other processes to form the clear picture of an image. 
The problem with RGB is that it is not the best mapping for 
representing visual perception. So to overcome this, YUV or 
YCbCr color space has come into picture which is more 
efficient in coding and reduces the bandwidth more than RGB 
bandwidth. Therefore most of the video cards use YUV, Y is 
called Luminance which is nothing but the grey level of an 

image, and UV is called chrominance which is the colored 
version of an image.  
 
Most of the devices use an image in YUV color space to store 
an image and again decode back to RGB while displaying it. 
There are different formats of YUV they are, YUV444 with 
equal sample rate, YUV422 with the chrominance 
components are sampled horizontally at half the rate of the 
luminance, YUV420 with the chrominance components are 
sub-sampled at a factor of 2 in the vertical as well as the 
horizontal direction. 
 
Image resampling is nothing but the process of interpolation. 
Image interpolation is nothing but an estimation of the values 
of unknown points, using known points i.e., estimation of 
unknown pixel values, using known pixel values. Image 
interpolation works in two directions and it tries to get the 
best approximation of pixel’s intensity based on surrounding 
pixel values. 
 
There are two different ways of interpolation they are, 
Adaptive and Non-adaptive algorithms. 
The adaptive algorithm depends on what they interpolating 
and Non-adaptive algorithm treats all pixels equally. In this 
paper, we are considering two non-adaptive methods of 
interpolation. 
 

2. DIFFERENT METHODOLOGY 
 
2.1 Implementation of ISP for Reconfigurable   
processors 
 

An image signal processor which is used for a CMOS 
image sensor consists of many complicated functions. So the 
full chain of ISP which functions for smart devices is can be 
implemented. Every function in the chain is fully converted to 
fixed-point arithmetic and no special function is used for easy 
porting to reconfigurable processors [1]. 

 
The fig1 below shows the flow of the vector processors, they 
are implemented. The image which is captured is first gone 
through normal mosacing and De-mosacing processes and 
white balancing after white balancing, Adaptive 
homogeneity-directed demosaicing (AHD).  CIELab which is 
used as the color space in the original homogeneity-directed 
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map is changed to YCbCr color space. After demosaicing, the 
color correction block finds color features and repairs color 
artifacts by using a linear stretch method for auto contrast. 
Gamma Correction with a reduced LUT(Lookup Table) is 
used and the gamma values between LUT entries are 
calculated by piecewise linear interpolation method.[7] for 
noise reduction algorithm, Modified Bilateral filter(BF) [6] is 
used and in the order of simplification two Gaussian filters 
are replaced by fixed-point binary threshold functions. The 
threshold values are determined by pre-calculating the 
Gaussian filter coefficient for pixel locations and pixel 
intensities. DoG(Difference of Gaussian) based LTI/CTI[8] is 
used for detail enhancement. 

 

Fig-1: ISP full chain 

2.2 Functional Blocks of ISP System 
 
     The front cameras which are used in the automotive 
system use a computer vision technique to detect the 
obstacles on road by the image which is captured. The ISP 
pipeline is tuned for computer vision applications to help the 
driver. This system is different in terms of inputs and outputs 
formats, processing needs, and algorithms for processing.  
The figure below shows the ISP pipeline which is proposed 
by considering the cameras of the automotive system. 
 

 
 

Fig-2: Functional block of ISP system 
 
 
 

2.3 ISP using Non-linear Optimization 
 
In this method an automatic Image quality (IQ) tuning 

using nonlinear optimization and automatic reference 
generation algorithms without being aware of their specific 
implementation. It was successfully implemented on different 
processing blocks such as noise reduction, demosaic, and 
sharpening.  

 
Here for auto-tuning the image quality they are assumed the 
normal ISP block which consists of input correction, Bayer 
noise reduction, Demosaic, color correction, gamma 
correction, YUV noise reduction, and sharpening. They used 
steps, 
 
Nonlinear Optimization, Parameter Abstraction, Automatic 
Reference Generator, and Fitness Calculation for auto tunning. 
Firstly, the images are get calibrated using reference images ( 
different reference images for different modules are used). 
Noise Reduction: 

 
      To get a different customer's IQ preference, the number of 
frames N can be adjusted. 

 
𝐼𝑓𝑢𝑠𝑖𝑜𝑛 =  

For fine control, one can use blending weight of [0.0, 1.0] for 2 
frames [2]. 

 
After this process, Demosaic is carried out where The Bayer 
image will be converted into RGB images. 

 
Sharping 
   They used edge directed unsharp masking on the 
temporally averaged frame for that firstly, the gradients  
𝐺{𝐻,𝑉} using Scharr operator is used to calculate weight 
 𝑤 = |𝐺𝐻|/(|𝐺𝐻| + |𝐺𝑉|).  

 
And the directional detail can be calculated as 𝐷𝑑𝑖𝑟 = 
𝑤𝐷𝐻⨂𝐼𝑓𝑢𝑠𝑖𝑜𝑛 + (1 − 𝑤)𝐷𝑉⨂𝐼𝑓𝑢𝑠𝑖𝑜𝑛 
Where 𝐷𝐻 = [−1,2,−1]𝑇 and 𝐷𝑉 = 𝐷𝐻𝑇 
Non-directional detail is calculated as  
𝐷𝑛𝑑𝑖𝑟 = 𝐼𝑓𝑢𝑠𝑖𝑜𝑛 − 𝐼𝑓𝑢𝑠𝑖𝑜𝑛⨂𝐺𝜎𝑈𝑆𝑀,  
Where Gaussian low pass filter 𝐺𝜎𝑈𝑆𝑀 is configured as 9x9 
with 𝜎𝑈𝑆𝑀 = 2.5.  
Two components are blended as  
𝐼𝑟𝑒𝑓 = 𝐼𝑓𝑢𝑠𝑖𝑜𝑛 + 𝛼 ∙ α𝑛𝑑𝑖𝑟(𝑤𝑛𝑑�𝑟𝐷𝑛𝑑𝑖𝑟 + (1 − 𝑤𝑛𝑑𝑖𝑟)𝐷𝑑𝑖𝑟) 
 Where, 

 
𝑤𝑛𝑑𝑖𝑟 = 𝑒𝑥𝑝(−𝑚𝑖𝑛(𝐺𝐻,𝐺𝑉)2/𝜎𝑛𝑑𝑖𝑟2) with 𝜎𝑛𝑑𝑖𝑟 = 0.5, 
α𝑛𝑑𝑖𝑟 = 1 − 𝑒𝑥𝑝(−𝐾⨂|𝐷𝑛𝑑𝑖𝑟|/𝜎𝛼2).  

 
𝜎𝛼 is calculated as a mean sum with a standard deviation of 
𝐾⨂|𝐷𝑛𝑑𝑖𝑟| at the flat region.  

 
𝐾 is a 9x9 box filter. 𝛼 controls an overall sharpness. [2] 
Nonlinear optimization: 
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 Global and local optimization are combined in the above 
approach to get a better result. In the first stage of the 
optimization, they will carry out global optimization. This 
stage will explore the high dimensional tuning parameter 
search space for good candidates, globally. At the second 
stage, local optimization is carried out to refine the 
candidates to further look for better fitness measurements. 
Artificial Bee Colony (ABC) is chosen for global optimization 
[9] and sublex method is chosen for local optimization [10]. 

 

2.4 Implementation of ISP on Raspberry Pi 
 

The image signal processor can be implemented on 
raspberry pi, which is used to reduce the complexity of 
systems in a real-time application and to enhance the image 
which is captured in dark and low contrast images to identify 
the particular region of the image. This concept is used in 
MAV, which is used to capture videos and images through the 
camera module of the raspberry pi. The image which is 
captured by  MAV consist of some noise from the 
atmospheric condition and it is necessary to remove that 
noise hence in this paper they are removing noise and 
applying Gaussian filtering to get a better image. 

 

3. PROPOSED SOFTWARE ISP 
 
In this paper, we are designing a software version of the 

image signal processor. The simplified block diagram of the 
proposed ISP is shown in fig 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig-3: Proposed ISP block for the camera system 
 
The raw RGB image from the camera sensor is split into R, G, 
and B and is converted to YUV image using the prescribed 
conversion formula. 

 
These YUV images are gone through false color suppression 
and local tone mapping which are interconnected steps to 
increase the quality of an image. In false-color suppression, 
the color which is not perfectly determined by the image is 

get corrected by considering the neighboring pixel values. i.e., 
correction of the pixels by comparing with the next image 
pixels and produces a third picture of higher quality by 
interpolating. This image is then tone mapped to produce an 
image of high dynamic range in a medium or limited dynamic 
range, that is when the image is captured in the bright or 
dark time, then the quality of image reduces, so to get an 
image of high dynamic range we do tone mapping of an 
image.  
 
There are different methods of tone mapping in that we are 
using K means algorithm for tone mapping which is 
comparatively easy and better method for tone mapping, 
This algorithm computes the luminance of an input i.e., 
radiance map which is generated from a set of lower dynamic 
range images with varying exposure settings, then an image 
is divided into several regions using k means algorithm. The 
display values are set automatically according to the mean 
value of each region. 
 
The formula used here is, 
 

 
 
We have used the Lancoz method for interpolation which 
uses 6 tap filtering techniques for resampling of an image. 
The half pixels of Lancoz is generated by a trivial convolution 
procedure that is a single half-diagonal pixel depends on 36 
integer pixels. Here we are incorporating this technique to 
maintain the quality of an image. This method of 
interpolation smoothly interpolates the pixels which can be 
approximated to sinc method to get a better image and it 
uses 6 tap FIR filters, whereas the bilinear interpolation 
method uses 2 tap FIR filter. 
 
Peak signal to noise ratio gives the quality of an image when 
it is reconstructing. As the PSNR ratio increases, the image 
which is reconstructed is of better quality. The PSNR ratio is 
calculated by the formula, 
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4. RESULTS 
  
     Fig 4 shows the YUV image of the ISP block. This image is 
resampled using the Bilinear interpolation technique as well 
as lancoz interpolation technique and the peak signal to noise 
ratio of these two resampled imaged is calculated. 

 

Fig-4: YUV image of resolution 860x430 
 
The figure below shows the image which is captured at the 
bright and dark time and the output produced after tone 
mapping. 

 

 

Fig-5: YUV image, captured at a dark time 

Fig-6: YUV image, captured at a bright time 

  Fig -7: False color suppressed and tone mapped image. 

Fig 8 shows the PSNR of an input image when it is resampled 
to different HD resolutions. 
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Fig-8: PSNR of lancoz interpolation image compared with 
bilinear interpolation image 
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5. CONCLUSION 
 
      In this paper, we have discussed various methodologies 
of implementing ISP, and the implementation of software ISP 
flow using K means algorithm for tone mapping has been 
used to get the improvised image. Lancoz method has been 
used to maintain the quality of an image and it is then 
compared with the image which was resampled using 
bilinear interpolation methodology, the peak signal to noise 
ratio of both images is computed wherein, their ratio yielded 
48.77dB, 46.67dB and 48.23dB improvement for 
3840x2160, 640x480 and 1920x1080 respectively which 
shows that the image quality has improved. 
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