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------------------------------------------------------------------***--------------------------------------------------------------------- 
Abstract - With the raised quality of online social 

networks, spammers realize these platforms are simple to 

lure users into malicious activities by posting spam 

messages in the comments section of the videos. In this 

work, YouTube comments have been taken and spam 

detection is performed. To stop spammers, Google Safe 

Browsing and YouTube Bookmaker tools detect and block 

spam YouTube. These tools will block malicious links, 

however they cannot protect the user in real-time as early as 

possible. Thus, industries and researchers have applied 

completely different approaches to form spam free social 

network platform. The survey for the spam comments 

detection methodology has been carried out using four 

Artificial Intelligence estimations – Logistic Regression, Ada 

Boost, Decision Tree and Random Forest. With the use of 

Neural Network, we can achieve an exactness of 91.65% and 

beat the present course of action by around 18%. The most 

notable AI procedures (Bayesian portrayal, k-NN, ANNs, 

SVMs) and of their suitability to the issue of spam. 

Keywords— spam, twitter data, machine learning, 

classification model, online social network 

1. INTRODUCTION  
 

In the previous years, informal online communities like Face 

book and YouTube have become progressively common 

platform in an individual person’s day to day life. People use 

social media as a virtual community platform to stay in 

touch with friends and family and to also share thoughts and 

ideas in blogs. Due to this developing pattern, these 

platforms pull in an enormous number of clients and are 

easy targets for spammers. YouTube has become the most 

well-known informal community among youngsters. For 

example, many makeup tutorials have been started by 

bloggers who are referred to as “beauty guru” or “beauty 

influencers” in which majority of the audiences are teenage 

girls. These days, 200 million clients produce 400 million 

new YouTube content (videos) every day. This extensive 

environment provided by YouTube also creates an 

opportunity for spammers to create irrelevant content 

directed to users. These irrelevant or unsolicited messages 

are aimed to attack users by luring them into clicking links to 

view malicious sites containing malware, phising and scams. 

One of the most highlighted features of YouTube is the 

comments section below every video posted by a user. This 

feature allows users to share opinions and ideas.  

In this project, the prediction of the spam comments 

present in the comments section of Youtube videos using 

the concept called machine learning, it is also known as 

subset of artificial intelligence, is done. Supervised learning 

approach depends on a very large number of labelled 

datasets. . The proposed classification algorithm (Logistic 

Regression) is used in order to predict the spam comment. 

The purpose of project is to introduce briefly the techniques 

of machine learning and to outline the prediction technique. 

Being much more superior to the conventional data analysis 

techniques, machine learning can open a new opportunity 

to explore and increase the prediction accuracy.  

Spam remarks are regularly completely immaterial to the 

given video and are normally created via mechanized bots 

camouflaged as a client. The comments section is target by 

spammers to post completely irrelevant messages, 

comments, links and ideas. AI is the strategy for extraction, 

changing, stacking and anticipating the significant data from 

enormous information to remove a few examples and 

furthermore change it into justifiable structure for additional 

utilization. Grouping and expectation are two sorts of 

dissecting information which portray principal classes of 

information and forecast of patterns in future information. 

The noxious spam remarks will ruin the positive perspective 

of the contents present in the videos posted. The 

contingency for anticipating the spam remarks has started 

but has yet not been concluded and built up for an exact 

forecast of spam remarks. 

 

2. RELATED WORKS 

 
2.1 An efficient modularity based algorithm for 

community detection in social network, IEEE. 

 Network identification process expects to recognize 

bunches in an interpersonal organization (SN), where hubs 

inside the group are thickly associated when contrasted with 

hubs outside the group. This procedure is one of the difficult 

issues in time of large information examination especially in 

the region of long range interpersonal communication. 

Diagram information structure is frequently used to speak to 

SN, where hubs can be utilized to speak to on-screen 

characters and edges can be utilized to speak to connections 

among the entertainers. There are a few calculations for 

network identification reason in a SN yet everyone has 
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certain disadvantages in identifying network over a huge 

scope arrange. A proficient measured quality based network 

discovery calculation has been proposed in this work. The 

proposed calculation has been contrasted and other existing 

network identification calculations utilizing the absolute 

most famous informal organization datasets. Execution of 

the calculation has been surveyed utilizing different 

parameters like particularity, bunching coefficient, execution 

time and so on. 

 

2.2 A Scalable Distributed Louvain Algorithm for Large-

Scale Graph Community Detection. 

 We present another circulated network discovery 

calculation for enormous diagrams dependent on the 

Louvain strategy. We abuse a conveyed delegate 

apportioning to guarantee the outstanding task at hand and 

correspondence adjusting among processors. Furthermore, 

we plan another heuristic technique to deliberately facilitate 

the network constitution in an appropriated domain, and 

guarantee the union of the circulated bunching calculation. 

Our escalated test study has exhibited the adaptability and 

the rightness of our calculation with engineered chart 

datasets. 

 

2.3 Maintaining “What Videos Are Similar with 

You?  Learning a Common Attributed 

Representation  for Video Recommendation.”  

 In any case, it is as yet testing to adjust the jobs of 

social qualities and substance characteristics, learn such a 

typical portrayal in inadequate client video communications 

and manage the chilly beginning issue. Right now, propose a 

regularized Dual-factor Regression (REDAR) technique 

dependent on lattice factorization. Right now, traits and 

substance qualities are deftly joined, and social and 

substance data are adequately misused to ease the sparsity 

issue. A gradual variant of REDAR is intended to take care of 

the cool beginning issue. We widely assess the proposed 

strategy for video suggestion application in genuine 

interpersonal organization dataset, and the outcomes show 

that, much of the time, the proposed technique can 

accomplish a general improvement of over 20% contrasted 

with best in class pattern strategies. 

22.4“Parallel heuristics for scalable community 

detection. “ 

 Network location has become an essential activity in 

various diagram” theoretic applications. It is utilized to 

uncover normal divisions that exist” inside genuine systems 

without forcing earlier size or cardinality requirements on 

the arrangement of networks. In spite of its potential for 

application, there is just constrained help for network 

identification for enormous scope equal PCs, to a great 

extent inferable from the unpredictable and naturally 

successive nature of the fundamental heuristics. Right now, 

present parallelization heuristics for quick network location 

“utilizing the Louvain strategy as the sequential layout. The 

Louvain strategy is a multi-stage, iterative heuristic for” 

measured quality enhancement. Initially created by Blondel 

et al. (2008), the technique has become progressively well 

known inferable from its capacity to identify high 

particularity network segments in a quick and memory-

proficient way. Appeared differently in relation to the 

consecutive louvain use our equivalent execution can make 

organize yields with a higher estimated quality for most by 

far of the data. 

 

“2.5 Source personality and persuasiveness: Big Five 

predispositions to being persuasive and the role of 

message involvement.  

 Twitter, the most famous web based life stages, 

gives a helpful method to individuals to impart what's more, 

speak with each other. It has been all around perceived that 

impact exists during clients' cooperations. Some pioneer 

concentrates on finding powerful clients have been 

accounted for in the writing, yet they don't recognize diverse 

impact jobs, which are of extraordinary incentive for 

different promoting purposes. Right now, push a stride 

ahead attempting to additionally recognize impact jobs of 

Twitter clients in a specific theme. By characterizing three 

perspectives on highlights identifying with subject, feeling 

and prominence individually, they propose a Multi-see 

Influence Role Clustering (MIRC) calculation to gather 

Twitter clients into five classifications. Test results show the 

adequacy of the proposed approach in construing impact 

jobs. 

3. METHODOLOGY 

 
Fig 1. System Diagram 
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3.1 Dataset:  

The beneft of using these words based on their entropy 

score in the characteristic-set is that we have been capable 

of lessen uncertainty in the prediction final results as those 

phrases have a exceptional effect of frequency count in spam 

and non-spam YouTube. 

3.2 Preprocessing: 

Before starting with preparation preprocessing of the 

messages must be done. First all the characters must be in 

lowercase. The word which is both in uppercase and 

lowercase must be considered as same words and not as two 

different words. Then tokenization must be done for each 

message in the data set.  

3.3 Feature Selection: 

The main advantage of using the words present in the 

dataset is that it is capable of reducing uncertainty in the 

prediction of the final results as those phrases have a 

remarkable effect of frequency count in spam and ham 

comments in YouTube. 

3.4 Feature Extraction and Feature Engineering; 

Attribute significance is a supervised characteristic that 

ranks attributes in a step by step manner with their 

significance in predicting an aim. Here Count Vectorizer is 

used which convert a “collection of text documents to a 

matrix of token counts . This undergoes the following 

technique: 

3.4.1 N-grams: 

N-grams is used to improve the accuracy. It is dealt with 

single word but when there are two mutual words the 

complete meaning will be changed. So, the variation of 

accuracy is better occurred when text is split into token of 

two or more words rather than being a single word. 

3.4.2 Analyzer: 

“Whether the feature should be made of word or character 

n-grams. Option ‘char_wb’ creates character n-grams only 

from text inside word boundaries; n-grams at the edges of 

words are padded with space.” 

3.4.3 Vocabulary: 

“Either a Mapping (e.g., a dicts) where keys are terms and 

values are indices in the feature matrix, or an iterable over 

terms. If not given, a vocabulary is determined from the 

input documents. Indices in the mapping should not be 

repeated and should not have any gap between 0 and the 

largest index. 

3.4.4 binary : 

If True, all non zero counts are set to 1. This is useful for 

discrete probabilistic models that model binary events 

rather than integer counts.” 

3.4.5 Model Building 

After Preprocessing there has to be a way of constructing a 

version to keep the abilities of the function of the project in 

accordance to the labeled model, which is built as per the 

Supervised set of rules.  

3.4.6”max_features: 

 If not None, build a vocabulary that only consider the top 

max_features ordered by term frequency across the corpus. 

This parameter is ignored if vocabulary is not None.” 

 

Adaboost is the boosting algorithm which is adapted in  

solving practices .It helps to combine many weak classifiers 

to a single strong classifier. It first separates the weak 

learners called as decision stumps which means the 

decision tree with single split. It then separates the datasets 

based on the level of difficulty, it puts more weight on the 

instances which are more tricky and difficult ,and less 

weight on the ones which are handled properly. The 

decision stumps will be made into two subsets and a 

threshold value will be calculated all the data will be either 

above or below the threshold value. It is moderately 

accurate on dataset because it failed when we get a value 

which is an exception from threshold value.  

Decision tree is a series of true or false questions that are 

asked about our data eventually leading to continuous value 

or predicted. In this it tries to form nodes in which it 

contains high proportion of data points from a particular or 

single class by finding the values in features which divides 

the data into classes. It is a nonlinear model which is built 

by many linear boundaries, here for a model we give both 

label and features so that it will understand to classify 

points based on features, due to overfitting in the data it is 

not accurate compared with other algorithms.  

Random forest has number of blocks of decision trees 

together in a single thing, so it is not accurate compared 

with other algorithms.  

Logisitic regression is used for prediction of binomial or 

multinomial values of a variable. It uses a statistical 

approach to find the outcome. The outcome is binary in 

nature. It uses a logit function for the prediction of 

probability of occurrence of binary outcome, it follows 

bernoulis distribution, so the outcome here will be accurate 

either x or y. Here it works on dataset and predicts x or y 

that is spam or ham. 

 

4.TECHNICAL MODULE 

 

After preprocessing the project must be built in such a 

manner to keep the abilities of the function to produce a 

label model. This model can be built with the use of a 

Supervised set of rules. 
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Supervised learning: 

 
       It is a learning function which maps both input and output 

which is inferred from training data which is labelled. By 

fitting into the categorized training set, we need to locate the 

maximum most suitable model parameters to search 

unknown labels on distinct devices (take a look at set). If the 

label is an actual variety, we call the venture regression. 

        AdaBoost 

        AdaBoost is short for adaptive boosting, can be used as a 

conjuction with other algorithms. It is a process which 

selects those features that are to be improve for the 

prediction power of the model. It improves execution time 

by ignoring irrelevant features to the model. 

       Decision Tree 

       It is an algorithm which is used to solve the problem by 

representing it in a tree model which as internal node which 

details an attribute and also contains a leaf node which 

describes a class label. 

       Random Forest 

       It is an ensemble learning model which uses number of 

decision trees together. It contains blocks of decision trees 

together in a single instance. 

 

Logistic Regression  

It is an algorithm that uses statistical approach to find the 

outcome that is binary in nature it uses a logistic function 

called as logit. It can be model several classes of events such 

as whether to determine an image of its features. 

      

        
Fig 3.Peformance and Analysis graph 

 
Fig 4. Analysis graph 

 

5 .RESULTS AND SCREENSHOTS 
 
The results encompass indicated that there is a tremendous 

section of evaluated portrayal strategies that are exhibited 

for filtering comments Spam on YouTube. In reality, there is 

an enormous segment of them having the choice to achieve 

precision rates higher than 90% with low or even zero 

blocked ham rates.   

 
Fig 5. Dataset 

 

 
 

 
Fig 6. Home Page  
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Fig 7. Registration Page of the Project 

 

 
Fig 8. Login  

 
Fig 9. Comments Section of the Video 

 
Fig 10. Result Page  

 

6 .CONCLUSION 
For classifying the YouTube comments as spam and not 

spam (ham) there are various techniques used. This 

approach has been tested with real-time YouTube comments 

and given an overall outcome which is 18% more accurate 

than the existing approach. As YouTube API is open platform 

to all users, it might change the behavior of spammers over 

the period of time. In real world,  YouTube spam feature will 

not be constant it keeps on changing an precipitous way.” 
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