
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 04 | Apr 2020                   www.irjet.net                                                                    p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 335 

Fault Detection and Classification in Transmission Line by using KNN 

and DT Technique 

P. P. Wasnik1, Dr. N. J. Phadkule2, Dr. K. D. Thakur3 

1PG Scholar, Government College of Engineering, Amravati, India. 
2Assistant Professor, Government College of Engineering, Amravati, India. 
3Associate Professor, Government College of Engineering, Amravati, India. 

---------------------------------------------------------------------***----------------------------------------------------------------------
Abstract - The electrical power system consists of many 
complex interconnected and interacting elements, which are 
always prone to disturbances or electrical faults. An important 
and more difficult task is the detection of faults and 
classification of their fundamental causes. The paper presents 
a semi-supervised machine learning approach based K Nearest 
Neighbor (KNN) and Decision Tree (DT) classifiers designed 
for fault detection and classification on transmission line. This 
work uses semi-supervised machine learning approach to 
process both the labeled and unlabeled power system data. 
The Discrete Wavelet Transform (DWT) is applied for feature 
extraction of fault current and voltage signal. The operation of 
KNN is based on the  nearest data point and the DT 
operation is based on the decisions for constructing optimal 
classification tree. The performance of the proposed system is 
examined on three phase series compensated transmission line 
network in MATLAB environment and the results of the two 
classifiers are compared based on the accuracy and time 
requirements, to obtain most suitable technique of fault 
analysis. 
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1. INTRODUCTION  
 

The power generation, transmission and distribution 
systems are the key enablers of the modern economy and 
sophisticated daily lives. A vital attribute of electrical power 
network is the continuity of service with a high level 
reliability. The lack of situational awareness on the network 
might be the primary cause of the sequence of events leading 
to abnormal operation or blackout. Power system protection 
is a focal point in the research area since the establishment 
of electricity. The detection as well as classification of fault is 
a crucial task encourages the advanced technologies over the 
year to analyse the power system events. The primary 
requirement of the present interconnected power system is 
reliable, sensitive and fast operating protection scheme in 
order to reduce the damage to transmission line due to 
disturbances. Determining the location of disturbance is also 
important in order to reduce the system outage time.  

Many efforts have been made that defines various 
methods of protection of power system. The study [1] 
depends on the zero sequence and negative sequence values 
of the currents and voltages, to classify the single phase to 
ground and two phases to ground fault. The Multi-resolution 

analysis (MRA) is used in [2], to extract the current signal 
features and they are used for classification of fault. The 
location of fault and type of fault were determined in [3] 
using combination of the principle and sequence component 
analysis. 

While expert knowledge based techniques are 
limited due to the unavailability of the real data thus, 
Machine Learning Algorithm are applied to deal with this, 
where knowledge is automatically extracted from data. The 
Machine Learning (ML) is the new advanced emerging 
technique for various applications in power system [4]. The 
ML algorithm can be used as problem solver for big data 
analysis, which provides the mean to handle the large power 
system data. It pays attention on the process of building 
programs which can learn from past experiences. The paper 
[5] introduces the application of ML for fault analysis in 
power system.  

Supervised Machine Learning, one of the types of 
ML, has been widely used for fault classification in power 
system. In this approach, all the data must be labeled but 
large numbers of power system events are being recorded 
without label. Presence of unlabeled data would be 
problematic to the Supervised ML which may lead to fault 
misclassification. The ample amount of unlabeled power 
system data can be handled effectively with Semi-supervised 
ML approach. The previous work [7] addresses the 
application of semi-supervised ML based KNN for the fault 
identification-classification on the small transmission 
system. The amplitude (magnitude) of the fault current is the 
feature used for detecting the fault and also as the input to 
the classifier for classification. The results states that the 
classifier works well for small system with less attributes.  

The present work focuses on the new technology 
where very small amount of data is labeled and is used to 
label the unlabeled data using appropriate classifiers. The 
Discrete wavelet transform (DWT) is implemented to extract 
the feature contained in three phase current and voltage 
signals. WT is used to unveil the hidden information in the 
fault current and fault voltage and the frequency 
components are derived which carries the fault information, 
as in case of [8]. The decomposed current signal and voltage 
signal are used as feature vectors for class prediction. The K 
Nearest Neighbor (KNN) and Decision Tree (DT) classifiers 
are used in this work to detect and classify the transmission 
line faults and are compared to obtain the most suitable 
classifier to detect and classify the transmission line faults. 
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1.1. Discrete Wavelet Transform 
 

Representation of the signal into another form while 

keeping all the information contains in the signal is known as 

transformation of signal. Wavelet transform is systematic 

tool of signal processing to represent signal in time and 

frequency domain. 

For any function, DWT can be calculated as, 

DWT (m,n) =  (1)  

Where, 
f(k) is input signal, 

  is the mother wavelet, 

n is the integer refers to the a particular sample number in 
an input signal. 
 

The time scale representation of a discrete signal in 

DWT is procured using digital filtering (technique). The 

signal which is to be analyzed is send through series of 

(multiple) filters having different scales and frequencies to 

obtain low and high frequency content of the original signal. 

The DWT is derived by consecutive high pass (g) and low 

pass (h) filtering of discrete (time) signal, as shown in fig 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig-1: Decomposition Tree 

In the first level of decomposition, signal is break 
down into D1 and A1, with the frequency band of (fs/2-fs/4) 
and (0-fs/4) respectively. In the second level of 
decomposition, the output of low pass filter from first level, 
A1 is break down into D2 and A2 with frequency band (fs/4-
fs/8) and (0-fs/8) respectively [9], and the process 
continues, where, fs is the frequency of original signal. 
Similarly, features are extracted from the reconstructed 
detail coefficients in [10]. 

 

In the present work, the fault current and fault 
voltage measured at Bus 2 are decomposed into smaller and 
smaller components using four level DWT decomposition 
with ‘db1’ as mother wavelet. The output of the fourth 
decomposition level forms the feature vectors which are 
used as the input to both the classifiers.  
 

1.2. K Nearest Neighbor 
 
One of the most suitable methods of classification is k 

nearest neighbor algorithm as it a type of simple logical 
pattern-recognition method. Generally, it depends on the 
samples in the vicinity to predict the label. The KNN works 
on the simple assumption that, the things closer to each 
other belongs to the same group. In the problem of 
overlapping areas, such as in big data, KNN is most suitable. 
In the case of transmission line having many category 
restrictions, the KNN results may deviate as it only 
underlines the closest sample. KNN is one of the instance 
based lazy learning algorithms in which, the function is 
approximated regionally only and computations are put off 
till classification. The nearest points in the case of KNN are 
the entities that are previously classified. The method works 
as class classification as explained in [7], [11] and [12]. The 
output of the KNN is the class label to the new sample, which 
is predicted based on one or more nearest samples.  

 
The Euclidean distance formula between any two 

points p and q, 
 

d(p,q) =  (2)  

  

 =  (3) 

 
Where, i=1, 2, 3,……,n. are the number of samples. 

 
The operation of KNN is based on the category of the 

most nearest one or a few samples to determine the 
classification of test samples. The KNN along with the DWT, 
for detection and classification of transmission line faults is 
discussed in [13]-[16] for different power system model but 
the idea behind the operation is same, which is Euclidean 
distance between the samples. 
 

1.3. Decision Tree 
 
The decision tree is the data classification process of 

checking the similarities in a dataset that classify them into 
different classes. Decision trees are widely used for the 
classification based on the choices of an attribute for data 
division. These attributes are split into several branches at 
nodes recursively, until the classification is reached, as 
shown in [17] and [18]. Decision tree is a non- parametric 
learning technique, which is able to create classifier for a 
given problem that can evaluate new, unseen circumstances 
and unveil the mechanisms driving the problem. The 
building process of DT depends on the learning dataset, start 
at the top most node of tree with entire learning dataset. The 
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tree progresses by repetitively (iteratively) creating nodes 
by splitting the learning dataset into subsets with more 
classification purity. The process of splitting of data is 
stopped when the decision is made [19]. 

 
A decision tree graphically describes the decisions 

to be made, the events that may occur and the outcomes 
related with combinations of events and decisions. The Gini 
index is used to determine the node impurity as in [14]. The 
index defines better path in the tree to split the attributes. 
The Gini impurity can be obtained by summing the 
probability pi of an sample with label i being chosen times 
the probability  of a mistake in categorizing 

that item. It reaches its minimum when all cases in the node 
fall into a single category. 

 
G =  (4) 

 
The DT is used for the analysis of various problems 

such as power quality disturbance, faults on solar PV system, 
faults on double –circuit- transmission line are discussed in 
[20], [21] and [23]. 

 

2. TEST SYSTEM DESCRIPTION 
 

A test system consist of six 3 phase, 350 MVA, 735kV, 
60 Hz generators are delivering power to variable load 
through 300 km transmission line. The base quantities are 
listed in table. Generator side bus is named as bus B1 and 
that of load side is bus B2. The line circuit breakers at two 
buses B1 and B2 are CB1 and CB2 respectively. Currents and 
voltages are measured on bus B1 as well as bus B2. The test 
system is implemented in MATLAB environment [7]. Figure 
2 shows the single line diagram of three phase test system 
used for fault detection and classification. The desired fault 
at desired location on the transmission line is created using 
fault breaker block. The fault situations are simulated in 
MATLAB environment and the results or fault data is stored 
in Workspace. The specifications of the transmission system 
model are listed in table 1. 

 
 The fault current and fault voltage measured at bus B2 is 
used for fault identification and classification of the line 
between B1 and B2. The data of all types of faults created on 
the test system is picked up from workspace for training the 
classifiers. The amplitude of the voltage and current signal 
changes with fault location and during each type of fault the 
change is different, thus sufficient to detect and classify the 
fault situation.  

Table -1: Model Specification 

Parameters Value 

Base Voltage 735 kV 

Base Power 100 MW 

Transmission Line 735 kV, 300 km, 60 HZ 

 

3. FAULT DETECTION AND CLASSIFICATION  

 The KNN and the DT classifiers serve the role of classifiers 
to detect and classify the fault. Assume A, B and C be the 
three phases with G as ground. The table 2 shows the types 
of faults and the normal operation with their binary 
representation and their respective classes. The ‘1’ means 
high represents the faulty line and ‘0’ means low represents 
the absence of line in fault. Each fault class is represented by 
binary number like Phase AB-ground fault is represented as 
‘1101’ with the fault class as four. 

Table-2: Fault types and classes 

Fault type 
Binary Value 

Class 
A B C G 

Phase A-Ground 1 0 0 1 1 

Phase B-Ground 0 1 0 1 2 

Phase C-Ground 0 0 1 1 3 

Phase AB-Ground 1 1 0 1 4 

Phase BC-Ground 0 1 1 1 5 

Phase AC-Ground 1 0 1 1 6 

Phase AB 1 1 0 0 7 

Phase BC 0 1 1 0 8 

Phase AC 1 0 1 0 9 

Phase ABC 1 1 1 0 10 

Phase ABC-Ground 1 1 1 1 11 

Normal Operation 0 0 0 0 12 
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Fig.-2: Three Phase Transmission Line Network for fault detection and classification 

 The detection of the fault is the process of discriminating 
between the healthy operation or fault situation. The 
classification of fault is the process of determining the type 
or class to which the fault belongs. After detection for the 
abnormal condition, the fault is categorized into one of the 
11 classes using the classifiers. 
 
 

4. RESULT AND DISCUSSION 

The total 24 cases are considered in the work, out of 
which two cases are of normal operation and others are 
being the faults of different nature occurred at same or 
different location created using the fault breaker block in 
MATLAB. The table 3 shows the set of faults generated at 
various parameters and conditions. The time required for 
training KNN classifier is lesser than DT classifier, while DT 
classifier is able to test the fault case in lesser time as 
compare to KNN classifier, shown in table 4 and table 5. It is 
observed that the algorithms proposed in the work are 
capable of detecting and classifying the faults successfully 
and independently for all the cases and the classification 
accuracy can be evaluated by the confusion matrix shown in 
fig.3. The correctly classified cases are shown by green 
blocks; incorrectly classified cases are shown by red blocks 
and the blue box showing the classifier accuracy. Thus taking 
into account the above factors, the results shows that the DT 
outperforms the KNN operation with lesser testing time 
offering 100% accuracy and confirming the effectiveness of 
the proposed work in the real-time implementation. 

 
Table-3: Experimental conditions 

Fault type - ABCG, ABC, AB, BC, AC, AG, BG, CG, 
ABG, BCG and ACG 

Fault Locations- 280 and 300 Km 

Fault Resistance- 0.001 and 0.1 Ω 

 

Table -4: Average Training Time 
 

Classifiers Time (Second) 

KNN 6.90 

DT 7.53 

 
Table-5: Average Testing Time (second) 

 

Fault KNN DT 

Phase A to Ground 7.25 5.43 

Phase A-B to 
Ground 

4.85 4.57 

Phase A to B 5.23 4.49 

 
Fig-3: Confusion Matrix 
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The comparison of different ML techniques for the 
applications in power system, including KNN and DT is 
carried out in [23], [24] and [25], shows that different 
techniques have their own merits and limitations and hence 
different techniques are suitable for different applications. 
 

5. CONCLUSION 

The paper presents the semi-supervised machine 
learning approach for detection and classification of faults on 
transmission line. The aim is to compare the two machine 
learning algorithms, KNN and DT, to obtain the most suitable 
technique of fault analysis. The present approach is tested on 
Three Phase Series-Compensated Network model in 
MATLAB environment for all 11 types of faults. The DWT is 
used to extract the fault current and fault current features. 
The four-level decomposition in DWT is employed in order 
to obtain the feature vectors. The KNN and DT algorithms 
are used as classifiers to discriminate between the normal 
and fault situations and also to categorize these faults 
according to their nature. It is observed from the results that 
DT outperforms the operation of KNN with lesser testing 
time offering same classification accuracy. It is noticed that 
once the classifiers are trained, it is possible to test any fault 
case that lies within the classifier operation criteria.  
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