
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 04 | Apr 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET      |       Impact Factor value: 7.529      |       ISO 9001:2008 Certified Journal       |     Page 3243 

Real Time Object Detection using Deep-Learning and OpenCV 

Suraj Satpute1, Harshad Shende2, Vikas Shukla3, Bharti Patil4 

1Student, G.H.Raisoni College of Engineering and Management Pune, India 
2Student, G.H.Raisoni College of Engineering and Management Pune, India 
3Student, G.H.Raisoni College of Engineering and Management Pune, India 

4Professor, G.H.Raisoni College of Engineering and Management Pune, India 
----------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - An object detection system recognizes and 
searches the objects of the real world out of a digital image or 
a video, where the thing can belong to any class or category, 
for instance humans, cars, vehicles then on. We have used 
Open-CV packages, convolution neural network (CNN), SVM 
Classifier and Evaluation Protocol Map so as to finish this task 
of detecting an object in a picture or a video.  
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1. INTRODUCTION  
 
Object Detection is a basic piece of numerous applications, 
for example, picture search, picture auto-comment and scene 
understanding, object following. Moving article following of 
video picture arrangements was one of the most significant 
subjects in PC vision. In artificial vision, the neural 
convolution systems are recognized in the characterization 
of images. 

 

Fig. 1: Basic block diagram of detection 

Fig. 1 shows the essential square graph of detection and 
identifying the item. Right now, CNN architecture and SVM 
classifier based calculations are actualized for recognition in 
python condition. Article identification includes 
distinguishing area of enthusiasm of item from given class of 
picture. This is a strategy for detecting and finding an item 
which is moving with the assistance of a camera Detection 
and tracking algorithms are described by extracting the 
features of image and video for security applications [2] [4] 
[5]. Features are extracted using CNN and deep learning [6]. 

Classifiers are used for image classification and counting [6]. 
YOLO based algorithm with GMM model by using the 
concepts of deep learning will give good accuracy for feature 
extraction and classification [7]. Section2. Literature Review, 
Section3. Explains Method of Implementation, section4. 
Describes simulation results and analysis, and section 5 
Conclusion. 
 

2. LITERATURE REVIEW 
 
Object detection is one among the foremost necessary and 
difficult branches of laptop vision, which has been wide 
applied in people’s life, like watching security, autonomous 
driving so on, with the aim of locating instances of linguistics 
objects of a definite category. With the speedy development 
of deep learning networks for detection tasks, the 
performance of object detectors has been greatly improved. 
So as to grasp the most development standing of object 
detection pipeline, completely and deeply, during this 
survey, we tend to initial analyze the ways of existing typical 
detection models and describe the benchmark data sets. 
Subsequently and primarily, we offer a comprehensive 
summary of a range of object detection ways in an 
exceedingly systematic manner, covering the one-stage and 
two-stage detectors. Moreover, we tend to list the standard 
and new applications. Some representative branches of 
object detection are analyzed still. Finally, we tend to discuss 
the design of exploiting these object detection ways to make 
an {efficient a good} and efficient system and suggests a 
collection of development trends to higher follow the 
progressive algorithms and additional analysis. 

3. EXPLAINS METHOD OF IMPLEMENTATION 
 
3.1CAMERA INPUTS 
 
Frames are captured from camera. Difference is estimated 
from the consecutive frames. 

 
3.2CNN ARCHHITECTURE 
  
A convolution neural network comprises of information and 
an output layer, just as various hidden layers. The hidden 
layers of a CNN commonly comprise of a progression of 
convolution layers that ev with an increase or other dot 
product. The activation function is generally a RELU layer, 
and is in this way followed by extra convolutions, for 
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example, pooling layers, completely associated layers and 
normalization layers, referred to as hidden layers on the 
grounds that their sources of input and output are masked 
by the activation function and last convolution. 

 

Fig. 2: Convolution Neural Networks (CNN) 

3.3SVM CLASSIFIER 

Support Vector Machines are a kind of supervised machine 
learning algorithm that gives analysis of knowledge for 
classification and multivariate analysis. While they will be 
used for regression, SVM is usually used for classification we 
feature out plotting within the n-dimensional space. Value of 
every feature is additionally the worth of the precise 
coordinate. Then, we discover the perfect hyper-plane that 
differentiates between the 2 classes. 

The basic principle behind the working of Support vector 
machines is straightforward – Create a hyper-plane that 
separates the data-set into classes allow us to start with a 
sample problem. Suppose that for a given data-set, you've 
got to classify red triangles from blue circles. Your goal is to 
make a line that classifies the info into two classes, creating a 
distinction between red triangles and blue circles. 

 
Fig. 3: SVM Classifier Classification Graph 

While one can hypothesize a transparent line that separates 
the 2 classes, there are often many lines which will do that 
job. Therefore, there's not one line that you simply can agree 
on which may perform this task allow us to visualize a 
number of the lines which will differentiate between the 2 
classes as follow 

 

Fig.4: SVM classifier classifies in 2 classes 

In the above visualizations, we've a Green Line and a line. 
Which one does one think would better differentiate the info 
into two classes? If you select the line, then it's the perfect 
line that partitions the 2 classes properly. However, we still 
haven't concentrated the very fact that it's the universal line 
that might classify our data most efficiently. 

 

Fig.5: SVM classifier classifies finding support vectors 

The Green Line can't be the perfect line because it lies too on 
the brink of the red class. Therefore, it doesn't provide a 
correct generalization which is our end goal. According to 
SVM, we've to seek out the points that lie closest to both the 
classes. These points are referred to as support vectors 
within the next step; we discover the proximity between our 
dividing plane and therefore the support vectors. The space 
between the points and therefore the line is understood as 
margin. The aim of an SVM algorithm is to maximize this 
very margin. When the margin reaches its maximum, the 
hyper-plane becomes the optimal one 

The SVM model tries to enlarge the space between the 2 
classes by creating a well-defined decision boundary within 
the above case, our hyper-plane divided the info while our 
data was in 2 dimensions, and the hyper-plane was of 1 
dimension. For higher dimensions, say, an n-dimensional 
Euclidean space, we've an n-1 dimensional subset that 
divides the space into two disconnected components. 
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4. SIMULATION RESULTS AND ANALYSIS 
 
Based on CNN architecture algorithm, a python program was 
developed for the algorithm and applied in Open-CV. Open-
CV is run in Ubuntu IDE. Total 20 objects were trained in this 
model. The following results got after effective scanning, 
detection delivered by camera 

 

Fig.6: Detection of Car Hose 

 

Fig.7: Detection of Various objects 

 

Fig.8: Detection of Fruits 

 

Fig.9: Detection of Bottle’s 

 

Fig.10: Detection of Dog, Bicycle, Truck 

 

Fig.11: Efficiency of model matrix. 

 

Fig.12: Actual output/prediction of model 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 04 | Apr 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET      |       Impact Factor value: 7.529      |       ISO 9001:2008 Certified Journal       |     Page 3246 

Fig. 6 to 12 shows the real time detection of bicycle, truck, 
dog, and bottles. The model was trained to detect 21 objects 
class like dog, motorbike, Road signs, person, potted plant, 
car hose, car, cat, sofa, sheep, bottle, chair, aero plane, train, 
bicycle etc. with accuracy up to 90%. 

5. CONCLUSION 
 
Objects are detected using CNN algorithm in real time 
consequences. Furthermore, CNN have shown outcomes 
with significant assurance level. Main Objective of CNN 
algorithm to detect numerous objects in real time sequence 
and track them in real time. This model displayed 
outstanding detection results on the object trained and can 
be advanced used in particular scenarios to detect, track and 
reply to the specific directed objects in the video 
surveillance. This real time analysis of the environment can 
harvest countless results by allowing safety, order and utility 
for any initiative. 
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