
          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 04 | Apr 2020                   www.irjet.net                                                                    p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 1576 
 

Detecting Spiteful Accounts in Social Network 

V. Vidya Sagar1, B. Monica2, V. Kavya3, P. Gayathri4 

1Assistant Professor, Dept. of Information Technology, Andhra Loyola Institute of Engineering and Technology, 
Andhra Pradesh, India 

2Undergraduate Student, Dept. of Information Technology, Andhra Loyola Institute of Engineering and 
Technology, Andhra Pradesh, India 

3Undergraduate Student, Dept. of Information Technology, Andhra Loyola Institute of Engineering and 
Technology, Andhra Pradesh, India 

4Undergraduate Student, Dept. of Information Technology, Andhra Loyola Institute of Engineering and 
Technology, Andhra Pradesh, India 

---------------------------------------------------------------------***---------------------------------------------------------------------- 
Abstract - In the course of the most recent couple of years, 
Online Social Networks (OSNs) for example, Facebook, and 
Twitter have encountered exponential development in 
both profile enrollments and social associations. These 
systems permit individuals to share diverse data going 
from news, photographs, recordings, individual data or 
research exercises. The rapid growth of OSNs has 
triggered a dramatic rise in malicious activities including 
spamming, phishing, fake account creations and malware 
circulation. However, building an effective recognition 
framework that can identify spiteful accounts, as well as 
their suspicious practices on social networks, has been 
quite challenging. Specialists have proposed various 
methods and strategies to recognize spiteful accounts. By 
taking those features as a study, this framework will help 
in detecting malicious accounts in social networks. The 
proposed methods, features, and their confinements are 
analyzed and Key issues, challenges that require 
significant research endeavors are taken into 
consideration to classify the spiteful accounts. The paper 
distinguishes the significant future research areas with the 
point of advancing the improvement of malicious account 
detection by using the framework in OSNs. 
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1. INTRODUCTION  

Social network sites like Facebook, Twitter, and 
Google+ are experiencing incredible growth in users. 
There are more than a million users and increasing day by 
day. Besides just creating a profile and linking with 
friends, the social networks are now building platforms to 
run their organization, business, etc. These platforms are 
built based on the user profile details. These social 
applications are soon becoming an example of online 
communication which makes use of the user’s private 
information and activities in social links for various 
services. Social networks are a popular means of 
communication among internet users. People are heavily 
relying on online interactions. The internet is giving 
different options to create and maintain contacts and 

relations for the user. With the introduction of social 
media networks, these options have become even easier to 
be used. Due to this heavy use of social media networks, a 
certain group of internet users called cybercriminals take 
this opportunity for doing threats. 

Another means of attack by cybercriminals is the 
misuse of videos, images, and links shown by the user. 
Cyber attacks primarily occur on social networks. Popular 
sites such as Facebook and Twitter currently have millions 
of active users. The popularity of social networks makes 
them exciting for executing malicious activities. Due to the 
huge popularity of social media networks, this makes it 
easy for cybercriminals to misuse them. These can be in 
the form of media, thread or malicious post which does 
not belong to a user. These posts upon clicking will take 
the user to some other pages created by malicious users. 
Cybercriminals create interesting posts that are actually 
baits that will be attracted by some users. Typical social 
engineering plans include the use of Interesting posts that 
ride on seasonal events, celebrity news and even disasters. 
Attackers upload malicious posts in the season of special 
events and disasters. They will upload malicious posts that 
are related to these events and misguide users to click 
those links. Users who click the links by mistake act as an 
adversary to the attacker because the malicious posts 
would automatically re-posts the malicious contents such 
as links, images or videos on the user profile. Another 
popular version of this attack results in user profiles to 
"like" a Facebook page without their knowledge. In some 
cases the spammed posts will lead the users to survey 
sites which will result in cyber criminals getting profit.  

1.1 Existing system 

Utilizing content investigation to distinguish 
suspicious clients in online networking presents a 
significant test in which some methods are: 

Sazzadur Rahman has created FRAppE, an exact 
classifier for distinguishing malignant Facebook 
applications. Most curiously, he featured the rise of 
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appnets—enormous gatherings of firmly associated 
applications that advance one another.  

In addition, Lin et al was keen on deciding the 
occasions that are of interest to interpersonal 
organizations clients dependent on their writing 
information. Right now gathered data from the web, online 
networks, and informal communities  

Sakaki et al.analyze the constant association of 
miniaturized scale blogging occasions particularly on 
Twitter. As they would see it the client might be 
considered as a sensor to screen tweets presented as of 
late and on identify various occasions.  

Justin Ma et al. have shown the capability of a 
classifier dependent on suspicious URLs . They train their 
dataset on properties, for example, have name length, 
generally speaking URL length, and the tally of the 
subspace isolating character (.). Consolidating these lexical 
highlights with data (for example DNS vault information), 
the specialists report a precision pace of over 95%. 

1.2 Proposed system 

There exists a wide range of malicious content on 
OSNs today. These include phishing, advertising 
campaigns, content originating from compromised 
profiles, artificial reputation gained through fake likes, etc. 
We do not intend to address all such attacks. We focus our 
analysis on identifying text posts, malicious URL and 
creating automated means to detect such posts in real 
time, without looking at the landing pages of the URL. 

1.3 Advantages of Proposed system 

● Easy identification of Malicious posts. 

● Possibility of listing Spiteful users. 

● Maintains database of Malicious users. 

● Does not allow to violate social networking 
values. 

 

 

 

 

 

 

 

 

 2. ARCHITECTURE 

The newly designed architecture for OSN is as follows: 

 

This architecture explains the detection of spiteful 
accounts by directing it to admin in social networks. 

User:  

 Any person who can create an account in a social 
network and can be able to use its features. The features 
include posting content (such as images, URLs, text, videos 
etc.), connecting to friends,  sending messages. 

Login: 

 Login credentials include details like USERNAME and 
PASSWORD. Without these the user can not login in to the 
website.  

Posting content/Messaging: 

 The verified user will be allowed to post the content in 
timeline and connect to people. 

Detection Mechanism: 

 It consists of simple code which helps in detecting 
malicious content in the posts using some set of 
parameters. 
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Malicious post/Non-malicious post: 

 If the posted content consists of any inappropriate or 
virus injected content then they are considered as 
malicious post otherwise non-malicious. 

Admin: 

 The person who maintains the entire database of 
spiteful accounts.  

3. SYSTEM REQUIREMENTS 

3.1 Software Requirements: 

● Area: Data Mining 

● Language: SQL 

● Methods: Classification, Decision Trees 

● Platform: Oracle 

3.2 Hardware Requirements: 

● Operating System: Windows/Linux 

● Ram: 4GB 

● Hard Disk Space: 80GB 

CONCLUSION 

This paper tends to the content-based cyber 
bullying identification issue, where powerful and 
discriminative portrayals of messages are basic for a 
viable discovery framework. By planning semantic 
dropout commotion and upholding sparsity, we have 
created a semantic-improved minimized denoising 
autoencoder as a particular portrayal learning model for 
cyberbullying identification. Furthermore, word 
embeddings have been utilized to naturally extend and 
refine pernicious substance word records. The 
presentation of our methodologies has been tentatively 
checked through two cyberbullying corpora from social 
media: Facebook, Twitter, and MySpace. As a subsequent 
stage, we are wanting to additionally improve the 
heartiness of the scholarly portrayal by considering word 
request in messages. 
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