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Abstract - Over  the  past  five  years,  topic  models   have 
been applied to research as an efficient  tool  for discovering 
latent  and  potentially  useful  content.  The combination of 
topic  modeling  algorithms  and  unsupervised  learning has 
generated  new  challenges  of  interpret  and understanding 
the  outcome   of   topic  modeling.  Motivated  by  these  new 
challenges,  this  paper  proposes a  systematic  methodology 
for  an   automatic   topic   assignment  for  an  unsupervised 
dataset. Relations among  the clustered words for each topic 
are  found  by  word  similarities  to  each  other.    Clustered 
words  are  generated  by  NMF.  To  demonstrate  feasibility 
and effectiveness of our  methodology, we  present  Amazon 
Product Review. Possible application of the methodology in 
telling good stories  of  a  target  corpus  is  also  explored to 
facilitate  further  research  management  and  opportunity 
discovery.  In addition to this we have perform Sentimental 
analysis and Wordcloud to get a deep insight into the data. 

Key Words:  Topic Modeling, Methods of Topic Modeling, 
Latent Dirichlet Allocation (LDA), Non- Negative Matrix 
Factorization(NMF), Sentimental Analysis, Word Cloud. 

1. INTRODUCTION 

  Analytics Industry is all about obtaining the 
“Information” from the info . With the growing amount of 
knowledge in recent years, that too mostly unstructured, it’s 
difficult to get the relevant and desired information.But, 
technology has developed some powerful methods which 
may be wont to mine through the info and fetch the 
knowledge that we are trying to find . 

  One such technique within the field of text mining is 
Topic Modelling. As the name suggests, it's a process to 
automatically identify topics and to derive hidden patterns 
exhibited by a text corpus. Thus, assisting better decision 
making. 

  Topic modeling is an unsupervised approach used 
for finding and observing the bunch of words (called “topics”) 
in large clusters of texts. 

  Topic Modeling is extremely useful for document 
clustering, organizing large blocks of textual data and 
information retrieval from unstructured data. for instance – 
NY Times news are using topic models to boost their user – 
article recommendation engines. they're going to arrange 
large datasets of emails, customer reviews, and user social 
media profiles. 

2. RELATED WORK 

  For the proposed system we have studied some 
papers which are related to topic modeling. Some of the 
related papers have been described below. 

  Kedar.S et al, [2] proposed a “Augmented Latent 
Dirichlet Allocation Topic Model With Gaussian Mixture 
Topics”. In this work the LDA topic model that can handle 
data over a continuous domain, but discrete approximations 
to continuous data can lead to loss of information. 

  S. Sendhil Kumar et al,[3] worked on “Generations of 
Word Clouds Using Document Topic models”. In this work 
Document topic modeling approach had proposed to 
generate topics and word cloud, but very difficult to access 
the data from corpus. 

  Mehdi Allahyari et al,[4]analyzed on “Discovering 
coherent topics with entity topic models”. In this work the 
EntLDA with a regularization framework used to integrate 
the probabilistic topic models with the knowledge graph of 
the ontology, but ignores the rich information carried by 
entities. 

  Halima Banu et al, [5] presented “Trending Topic 
Analysis Using Novel Sub Topic Detection Model”. In this 
work trending topic analysis system has been developed that 
is able to analyse twitter hot topics in a constructive manner, 
but does not scale up to user’s expectation as it does not 
provide any analyzed summary. 

3. LATENT DIRICHLET ALLOCATION 

  LDA assumes documents are produced from a mix of 
topics. Those topics then generate words depending on their 
probability distribution. Given a corpus, the Latent Dirichlet 
Allocation backtracks and tries to find out what topics would 
create those documents within the first place. 

  LDA is a matrix factorization technique. In vector 
space, any corpus (set of documents) are often represented 
as a document-term matrix. the subsequent matrix shows a 
corpus of N documents D1, D2, D3 … Dn and vocabulary size 
of N words W1,W2 .. Wn. The final outcome of i,j cell gives the 
frequency count of word Wj in Document Di. 

  It Iterates through each word “w” for each & every 
document “d” tries to regulate this topic – word assignment 
with a replacement assignment. A replacement topic “k” may 
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be assigned to word “w” with a probability P which is a 
product of two probabilities p1 and p2. 

 

  Where P1 – p(topic t/document d) = the proportion 
of words in document d that are currently assigned to topic t 
and P2–p(word w/topic t)=Assignments to topic t over all 
documents that come from this word 'w'. 

  Below there is a python code for Topic modelling 
using the Latent Dirichlet Allocation Algorithm and the 
sample output presented in spyder application by giving the 
input of amazon product reviews. 

CODE: 

 

OUTPUT: 

 

4. NON-NEGATIVE MATRIX FACTORIZATION 

  In the proposed system, Non-negative Matrix 
Factorization(NMF) has been applied to a matrix of Term 
Frequency-Inverse Document Frequency (TF-IDF) which is 
used to extract topics from large collections of text. 

  In many applications,The NLP go through the crucial 
step is to transforming the words into machine- readable 
numerical vectors. Where TF-IDF fulfills this role with an 
extra feature: it also gives us a measure of how important a 
word is to a document in the corpus 

  Below there is a proposed Formula for Automatic 
Topic Modelling for Unsupervised data based on the Non- 
Negative Matrix Factorization with the Term Frequency – 
Inverse Document Frequency and a sample output for the 
product reviews which is an Unsupervised data. 

FORMULA: 

 

OUTPUT: 

 

Below there is an example of Word similarity value 
for each word in the cluster. 

 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 
                Volume: 07 Issue: 03 | Mar 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 
 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 1321 

 

In the below picture represents the Result of the 
Web Development where the best topic for every 10 words 
of cluster is shown as the output based on the NMF with the 
TF-IDF algorithm 

 

5. SENTIMENTAL ANALYSIS: 

In the corpus or the product reviews  there is high 
probability of finding the similar words which is results in 
producing  the less  accurate  topics.  So we implement the 
sentimental analysis to over come the problem of similar 
words. 

 In  the  proposed  system  will  represent  the 
sentimental  analysis  in  the  bar  chart  like  X - axis 
represent positive and negative of the words and Y-axis 
represent the words count which are encounter in the 
corpus 

 

 

6. WORD CLOUD: 

word cloud is a visualization of word frequency in a 
given text as a weighted list. This technique has recently 
been popularly used to visualize the topical content of 
product reviews, political speeches. Where the big font size 
of the word represents the most frequently encountered in 
the unstructured data and the small font size word represent 
the less frequently encountered in corpus or unstructured 
data. 

 

7. CONCLUSIONS 

  The proposed system gives a better result for the 
combination of TF-IDF Vectorization with Non-Matrix 
Factorization. Using this combination automatic labeling has 
achieved. 
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  The proposed system successfully converted 
unsupervised data into supervised data using Automatic 
Labelling with Topic modeling. This creates a reasonable 
impact on Topical modeling domain. 

  In addition to this, sentimental analysis and word 
cloud also performed because of the product review dataset 
which creates data insight for business development. 
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