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Abstract – Recent deep learning primarily based approaches 
have shown encouraging results on image inpainting for the 
difficult task of filling in giant missing regions in a picture. 
These ways will generate visually logical image structures and 
textures, however, they typically produce distorted structures 
or hazy textures inconsistent with encompassing areas. This is 
often in the main thanks to the impotency of convolutional 
neural networks in expressly borrowing or repeating info from 
distant abstraction locations. On the opposite hand, ancient 
texture and patch synthesis approach square measure notably 
appropriate once it has to borrow textures from the encircling 
regions. Accidental by these observations, we tend to propose a 
brand new deep generative model-based approach which might 
not solely synthesize novel image structures however 
additionally expressly utilize encompassing image options as 
references throughout network coaching to create higher 
predictions.  The model may be a feed-forward, absolutely 
convolutional neural network which might method pictures 
with multiple holes at discretional locations and with variable 
sizes throughout the check time. Experiments on multiple 
datasets as well as faces, textures and natural pictures 
demonstrate that the planned approach generates higher-
quality inpainting results than actual ones. 

Key Words:  Deep Learning, CNN, RNN, GANS, OpenCV, 
Neural Networks.  

1. INTRODUCTION   

      With age, photographs often get damaged. Due to the 
introduction of noise, some unwanted objects, etc. The 
picture tends to get disturbed. To turn back deterioration, we 
need software that can clear away the damaged/scratched 
regions in a minute way. As these pictures may have certain 
importance to an individual.  When we take a snapshot, there 
may be some unwanted object that comes in between which 
is not expected during the time when we take snapshots. 
There is a need for software that can efficiently remove the 
marked object from the image, and generate a resembling the 
image of the scratchy part. The software may not give exactly 
the same accuracy as of the original image but a well-
generated image. For all these staff Image Inpainting come in 
picture, the above all mentioned features can provided by 
Image Inpainting System. 

Image Out-Painting is the process of predicting the other two 
sides of the image. Sometimes, we need a wider range of a 
photograph for that image outpainting came in the picture. As 

sometimes the normal camera lens is not enough to fulfil 
someone’s expectations. Large areas with lots of information 
lost are harder to reconstruct because the information in 
other parts of the image is not enough to get an impression of 
what is missing. If the human brain is not able to envision 
what is lacking, equations will not make it either. Particulars 
that are absolutely obscure by the object to be removed 
cannot be reclaimed by any mathematical method. So we 
need to process the given original image multiple times to 
generate the image.      

2. LITERATURE REVIEW  

In the Literature review, we discuss the various aspects 
of the project by taking reference of the existing projects 
that are similar to the makers of this current project. 
Here we will elaborate on the aspects like the literature 
survey of the project and what all projects are existing 
and been actually used in the market which the 
producer's encouragement of this project took the 
inspiration from and thus decided to go ahead with the 
project integument with the problem statement.  

The authors C.yand and X.lu[1] proposed a paper and we 
extracted optimization i.e. how to lower the image 
resolution. As an image of high resolution can occupy 
large data space in the memory and storing them 
requires large memory space and thereby consuming 
time. The author used the multiscale neural patch 
analysis. 

The author R.kohler[2] proposed a paper and we 
extracted Denoising and inputting of the small region i.e 
by reducing the image resolution how can we get the high 
quality of an image. Since, In the image we cannot 
compromise with the quality of the image. The author 
used masked specific inpainting with deep neural 
networks. Thus it was the most essential part of the 
system. The use of the Convolutional Neural Network 
(CNN) was taken into consideration. 

The author T.karras[3] proposed a paper thereby we 
extracted the feature of degeneration and discrimination 
i.e Adding new layers that increase fine details as training 
progresses. The author used Progressive growing of gans 
for improved quality, stability& variation. 
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The author S.Izuka[4] proposed a paper and we extracted 
the use of local discriminator and Generative Adversarial 
Networks (GAN’S). The author used the graphical 
representation of images able to produce 128x128 color 
images. Globally and locally consistent image completion 
was important to feature extracted from it. 

The author M.wang[5] proposed a paper and we 
extracted the use of rendering of an image. The use of 
Data-driven approach combined with the graphical 
representation of an image was used and also Data-
driven image extrapolation using graph matching. 

3. EXISTING SYSTEM 

3.1 Texture Synthesis Based In painting 

   Texture synthesis based algorithms are one in all the earliest 
methods of image Inpainting [6]. And these algorithms are 
want to complete the missing regions using similar 
neighbourhoods of the damaged pixels. The feel synthesis 
algorithms synthesize the new image pixels from an initial 
seed. And so strives to preserve the local structure of the 
image. All the quick Inpainting techniques utilized these 
methods to fill the lacking region by sampling and copying 
pixels from the adjoining area. For e. g, Markov Random Field 
(MRF) is employed to model the local distribution of the pixel. 
And also the new texture is synthesized by querying existing 
texture and finding all similar neighbourhoods. Their change 
exists mainly in how continuity is maintained between 
existing pixels and Inpainting hole.   

3.2 PDE based Inpainting.  

Partial Differential Equation (PDE) situated algorithm is 
suggested by Bertalmio et.al [2]. This algorithm is the iterative 
algorithm. The aim behind this algorithm is to reach geometric 
and photometric information that appears at the border of the 
occluded area into the area itself. This can be done by 
propagating the knowledge within the direction of minimal 
change using “isophote lines‟. This algorithm will produce 
good results if missed regions are a small one. But when the 
missed regions are large this algorithm will take see you later 
time and it will not produce good results. Then inspired by this 
work, Chan and Shen [3] proposed the full Variational (TV) 
Inpainting, model. This model uses the Euler-Lagrange 
equation and anisotropic diffusion supported on the strength 
of the isophotes. This model performs reasonably well for 
little regions and noise removal applications. But the 
downside of this method is that this method neither connects 
broken edges nor greats texture patterns. As these algorithm 
uses the geometric and photometric information of the border 
that is why it is not that much efficient in generating the 
overall image that can be generated by other techniques even 
the edges of the images are not that much sharp and clear that 
in the real image. 

 

3.3 Image Completion Approaches using Statistics of 
Pixel Matching  

Abstract Image conclusion associates stuffing missing parts 
in images. In this paper we address this problem through 
novel statistics of comparable patches [7]. We detect that if 
we match alike patches within the image and thus we acquire 
their offsets, the statistics of those offsets are easily 
disbursed. We further observe that some dominant offsets 
provide reliable information for fulfilling the image. Such 
statistics may be included in both matching-based and can be 
included in graph-based methods for image completion. 
These statistics may be used in the future. Experiments show 
that our method yields better ends up in various challenging 
cases, and is quicker than existing state-of-the-art methods. 

4. PROPOSED SYSTEM 

In Inpainting a mask image is provided to the system that go 
through the dilated convolution. Dilated Convolution is used 
to increase the global view of the image by extracting features 
from the image through dilated factors, these factors are used 
to capture an particular reason of the image which use to 
enhance the image which contain some distortion.  

The image generated by the dilated convolution is gone 
through the contextual attention, in Contextual attention 
layer learns where to borrow or copy feature information 
from known background patches. After that in these the 
background patches is compared with the foreground 
patches then it applies the softmax by which the final image 
get generated. After these the contextual attention generated 
image and dilated convolution image get concat to give the 
final image.  

Fig -1: Block Diagram for Inpainting 

In Outpainting we are using GAN’S, where GAN’S is an 
approach to generative modelling by using convolution 
neural network. Where CNN's are regularized versions of a 
multilayer perceptron. Multilayer perceptron usually refers 
to completely connected networks, each neuron in one layer 
is connected to any or all neurons within the next layer.  
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The "fully-connectedness" of those networks makes them 
susceptible to over fitting data. Typical ways of regularization 
include adding some kind of magnitude measurement of 
weights to the loss function.  

However, CNN takes a distinct approach towards 
regularization: they take the sting of the hierarchical pattern 
in data and assemble more complex patterns using smaller 
and simpler patterns. Therefore, on the dimensions of 
connectedness and complexity, CNNs are on the lower 
extremity. 

 

Fig -2: Block Diagram for Outpainting 

As talking about GAN’s in these we train the model in such a 
way that it can generate a new set of data if provided with an 
input data. As the main work is to generate the data of the 
image which is not available in the image. In these the mask 
image is provided to the GAN’S after that , GAN’S generate the 
new set of data which come in use with the mask image to 
generate the new image. 

5. IMPLEMENTATION OF THE SYSTEM  

Here we will discuss about how we implemented our system. 

5.1 System Architecture  

The architecture consists of two-phase admin and the user 
phase. In the admin phase, we will provide the training 
dataset to the admin and based the dataset admin will 
generate models. The two models are CNN and GAN. CNN will 
generate the in-painting image based on the dataset whereas 
the GAN will give us the out-painting image based on the 
dataset. Both the models will be provided to the user for 
further process. In the user phase the user will select the 
image and based on the two models provided by the admin 
further process will be carried out. Based on the user’s choice 
it will select an inpainting and out-painting system. If the user 
selects In-painting, the boundary of the image will be 
detected and after that fill the patchy region of the image will 

be done and after all the process the Inpainted mage will be 
generated. If the user selects Out-painting, Extrapolation of 
the image will be done and after that Out-painted image will 
be generated. These are the application architecture of the 
system based on the user’s choice.  

The design will elaborate on the process of describing, 
organizing and structuring the components of the system 
both at the architectural level and at the detailed level. 

 

Fig -3: System Architecture 

5.2 Data Exploration 

Here we have two different dataset for inpainting and 
outpainting from Places 365 dataset [9]. For Image 
Outpainting we have use a 128 × 128 image as opposed to the 
512 × 512 image size from [10] to speed up training. For this 
system, we use the same single image for training and testing. 

Fig -4: Dataset 
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Our primary dataset is composed of 3507 256×256 images 
from the Places 365 dataset [9]. We down sampled these 
images to 128×128. This dataset is composed of a diverse set 
of landscapes, buildings, rooms, and other scenes from 
everyday life. For training, we held out 100 images for 
validation, and trained on the remaining 3407 images. For 
Image inpainting we have used the image size of 215*215 
from places 365 dataset. In these we also down sampled the 
image to 128*128. This dataset mainly contain the animal, 
birds and other types of images. For training we have used 
4400 images and 100 is kept for validation process.   

5.3 ALGORITHMS 

5.3.1 CNN 

CNN consist of input layer, output layer and hidden layer. As 
CNN deals with the three dimensional properties of the data 
which contain the information about width, height and depth. 

 

Fig -5: Convolutional Neural Network 

Convolutional layers coil together the input and pass its result 
to the next layer. Each convolutional neuron processes data 
only for its receptive area. Fully connected feedforward 
neural networks can also be used to learn and extract 
features as well as classify data, it is practically not possible 
to apply this architecture to images. 

Convolutional networks include global pooling layers to 
smooth the underlying computation. Pooling layers reduce 
the dimensions of the data by adding the outputs of neuron 
clusters at one layer into a single neuron in the succeeding 
layer. Local pooling combines small clusters. Global pooling 
can be applied on all the neurons of the convolutional layer. 
In addition, pooling may reckon a max or an average. Max 
pooling utilizes the maximum value from each of a cluster of 
neurons at the prior layer. Average pooling utilizes the 
average value from each of a cluster of neurons at the prior 
layer. 

Fully connected layers connect each and every neuron in one 
layer to every neuron in another layer.  The principle is same 

as the traditional multi-layer perceptron neural network 
(MLP). The flatter matrix goes through a fully connected layer 
to classify the images. 

The picture is fed to the network. The CNN uses the multilayer 
perceptron perceptron i.e. it uses the feedforward artificial 
neural network. The optimal sized image is given to the model 
and it converts into a pixel ranging from 0 to 255. A filter is 
used which Lays over the pixel of the input image based on the 
kernel size dimension. The kernel is used to slide over the 
input image by performing element wise multiplication. After 
the multiplication is done, the numbers are summed up to a 
single number for the respective field. High level perspective 
is taken out of flexible kernel size. Large number id taken for 
one part of the image and small number for the other. While 
moving to another layer, the previous layer input is taken as 
an output for the next layer. After we go from several 
convolutional layer, the output consist of higher level feature 
consisting of curves, straight line and semicircles. After we 
obtain the number, the pooling operation is done by 
considering a 2 maximum number out of a (2x2) matrix and 1 
maximum number out of a (3x3) matrix. The most important 
steps i.e. training which is also known as back propagation.  
 

5.3.2 Contextual Attention  

Contextual attention layer learns where to borrow or copy 
feature information from known background patches 
(orange pixels) to generate missing patches (blue pixels). 
Firstly convolution is used to compute matching score 
between foreground patches with background patches. Then 
softmax is applied to compare and get attention score for 
each pixel. Finally foreground patches are reconstructed with 
background ones by performing deconvolution on score map. 
Contextual attention layer is differentiable and fully-
convolutional. 

5.3.3 GAN’S 

In general, there are three kinds of features that are used in 
which the value of two rectangular features is the contrast 
sum of the pixels within two rectangular regions. These 
regions have the same shape and size and are horizontally or 
vertically adjacent. Whereas the three rectangular features 
are computed by taking the sum of two outside rectangles and 
then subtracted with the sum in a centre rectangle. 

GAN’S are neural network used for unsupervised machine 
learning. It is made of two competing model running in 
competion with another. It is able to capture and copy their 
variation in dataset. GANS are great for image manipulation 
and generation. It uses the generator and discriminator. 
Discriminator is used to as a classifier which is used to 
distinguish the real data from the data build generated by the 
discriminator. The discriminator learns about the margin, 
shape of the dataset. Generator creates fake data by the 
feedback of the discriminator and is also used for the 
distribution of classes. 
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The flow in GAN’S is like generator, generates the fake 
samples with the help of latent random variables and by 
using noise and then that fake sample is given to the 
discriminator while the discriminator also have the real 
samples then it compare the samples and provide the result 
and it also provide the result to itself again so that it can be  

 

Fig -6: GAN’S 

more efficient and determinist to give the result and the 
result is also given to the generator so that it can generate the 
sample more effectively so that the discriminator get 
confused with the real sample and the fake sample. 

6. RESULTS 

The resultant image will be the approximate copy of the real 
image, not as exact as the original image as in image 
inpainting. While in image outpainting it will generate the 
image with some distortion/blurriness as the system is 
predicting the whole set of data for generation of parts of 
image which is not provided in the image. 

 

Fig -7: Image Inpainting 

 

Fig -8: Image Outpainting 

7. CONCLUSION 

In these paper, we have proposed an system of image 
inpainting and outpainting in which we have shown that 
contextual attention module can enhance the result of image 
generated by the image inpainting system by extracting 
features and relevant background patches of the given image. 
The proposed inpainting system with contextual attention 
can also be applied on image based rendering, image editing, 
image super resolution and etc. We have successfully 
generated an image outpainting system using a deep learning 
approach. In which we have three-phase training proved to 
be crucial for stability during GAN training.Also dilated 
convolutions is an important part which provide sufficient 
receptive field to perform outpainting. The results from 
training with only a global discriminator were fairly realistic, 
but augmenting the network with a local discriminator 
generally improved quality. Finally, we get to know that 
recursive outpainting as a means of arbitrarily extending an 
image. Although image contain some of the noise but the 
recursively-outpainted image remained relatively realistic. 
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