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Abstract - Alzheimer’s disease (AD), an irreparable brain
disease, impairs thinking and memory while the aggregate
mind size shrinks which at last prompts demise. Alzheimer’s is
a neurodegenerative disease and leads to severe memory loss
and inability to cope with daily life tasks. Early diagnosis of AD
is essential for the progress of more prevailing treatments.
Detecting Alzheimer’s is a difficult and time consuming task,
but requires brain imaging report and human expertise.
Needless to say, this conventional approach to detect
Alzheimer’s is costly and often error prone. In this project an
alternative approach has been discussed, that is fast, costs less
and more reliable. Artificial intelligence systems can help in
providing better health care and medical solutions. The
performance of human diagnosis degrades due to fatigue,
cognitive biases, systems faults, and distractions. However,
artificial intelligence based diagnosis systems are less error
prone and give safe support to clinicians in detection and
decision making. This work presents a smart and reliable way
of diagnosing Alzheimer's disease (AD) and its possible early
stage ie, mild cognitive impairment. The presented
framework is based on deep learning and detects Alzheimer’s
and its initial stages accurately from structural MRI scans.
Identifying mild cognitive impairment (MCI) subjects who will
progress to Alzheimer’s disease is not only crucial in clinical
practice, but also has a significant potential to enrich clinical
trials. This project proposes to combine MRI data with a
neuropsychological test, Mini-Mental State Examination
(MMSE), as input to a multi-dimensional space for the
classification of Alzheimer’s Disease (AD) and it’s prodromal
stages.
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1. INTRODUCTION

Machine learning is used to interpret and analyze data.
Furthermore it can classify patterns and model data. It
permits decisions to be made that could not be made
generally utilizing routine systems while sparing time and
endeavors. Machine learning methodologies have been
extensively used for computer-aided diagnosis in medical
image formation mining and retrieval with wide variety of
other applications especially in detection and classifications
ofbrain disease using CRT images and x-rays. It has justbeen
generally late that AD specialists have endeavored to apply
machine learning towards AD prediction. As a consequence,
the literature in the field of Alzheimer’s disease prediction
and machine learning is relatively small. However, today’s

imaging technologies and high throughput diagnostics have
lead us overwhelmed with large number (even hundreds) of
cellular, clinical and molecular parameters.

1.1 Motivation

In current circumstances, the standard measurements and
human instinct don’t frequently work. That is the reason we
must depend on intensively computational and non-
traditional approaches such as machine learning. The custom
of using machine learning as a part of disease prediction and
visualization is a fragment of an expanding shift towards
prescient and customized prescription. This drift is
important, not only for the patients in increasing their
quality of life and life style, but for physicians in making
treatment decisions and also for health economists.

It's not the disease of age, it’s the disease of the brain and
patients may show Symptoms like loss of memory, difficulty
in finding the right words or understanding what people are
saying, difficulty in performing previously routine tasks and
personality and mood changes|[2].

When a radiologist views a medical report e.g., a magnetic
resonance imaging (MRI) scan of a patient, a biased thinking
for a disease would resultin missing the chance of detecting
other disease conditions. Thus, it leads to considering only a
subset of causes and conditions. C S Lee, [3] claimed that
approximately 75% of all the medical errors occurred due to
diagnostic errors by the radiologists. An increased workload,
stress, fatigue, cognitive bias, and poor system are some of
the factors behind it. In this situation, smart diagnostic
systems provide a safe clinical support to the clinicians.

The Alzheimer’s association claims that AD is the sixth
leading cause of death in United States [4].

1.2 Problem Statement

In the existing system it is difficult to identify if a person is
suffering from Alzheimer’s disease. It can be only done with
the help of clinical history and by knowing if the person has
some genetic disorder. Sometimes it is also possible that the
doctor may not be able to detect the disease.

Alzheimer’s disease (AD), a type of dementia, is
characterized by progressive problems with thinking and
behavior that starts in the middle or old age. The symptoms
usually develop slowly and get serious enough to interfere in
daily life. Although the paramount risk factor is oldness but
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AD is not just an old age disease. In its early stages, the
memory loss is mild while in the later stages, the patient’s
conversation and their ability to respond degrades
dramatically. The current treatments cannot stop
Alzheimer’s disease (AD) from developing but early
diagnosis can aid in precluding the severity of the disease
and help the patients to improve the quality life. It has been
reported that the number of individuals effected with AD will
double in next 20 years, while in 2050, 1 out of 85
individuals will be effected. Thus the accurate diagnosis
especially for the early stages of AD is very important.

1.3 Objective
The Main objective of the project is:

Is to make the diagnosis of the disease easier, to detect the
disease in its early stages and use the machine algorithm
efficiently.

2. Detection Model Design

The class diagram is a static diagram. It represents the static
view of an application. Class diagram is not only used for
visualizing, describing and documenting different aspects of
a system but also for constructing executable code of the
software application and is shown in Fig-1 for the
Alzheimer's disease detection.

Use Case diagrams identify the functionality provided by the
system (use cases), the users who interact with the system
(actors), and the association between the users and the
functionality. Use Cases are used in the Analysis phase of
software development to articulate the high-level
requirements of the system and is shown in Fig-2 for the
Alzheimer's disease detection.

The Activity Diagram forms effective while modeling the
functionality of the system. Hence this diagram reflects the
activities, the types of flows between these activities and
finally the response of objects to these activities and is
shown in Fig-3 for the Alzheimer's disease detection.
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Fig -1: Class Diagram of the model
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Fig -2: Use Case Diagram of the model
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Fig -3: Activity Diagram of the model
3. Implementation
There are four main modules, they are:
3.1 Data preprocessing:

This step contains all the pre-processing functions needed to
process the input dataset. First we split data into train, test
data files then perform some pre-processing like
normalization to avoid the curse of dimensionality. Some
exploratory data analysis is performed like response
variable distribution and data quality checks like null or
missing values etc.

3.2 Feature extraction:

In this step we perform feature extraction and selection
methods from sci-kit learn python libraries. For feature
selection, we have used methods like simple bag-of-words
and n-grams and then term frequency like TF-IDF(team

frequency-inverse document frequency) weighting. Feature
extraction can be done by finding the correlation among the
dataset using heat map.

3.3 Classification:
The extracted features are fed into different classifiers.

We have used Naive-Bayes, KNN (K-Nearest Neighbor),
SVM(Support Vector Machine)and Random forest classifiers
from sklearn. Each of the extracted features were used in all
of the classifiers. Once fitting the model, we compared the f1
score and check the confusion matrix. With the help of the
features extracted we would find the best classifier model
for giving the result.

3.4 Prediction:

Our finally selected and best performing classifier
algorithm is used. It takes a patient health record as input
from user then model is used for final classification output
that is shown to user along with probability of truth.

The sample code and output from Jupyter notebook was
shown below:

B+ X8R ¢ Rn B C P @

: Saatplotlib falise

isport glch

isport sesborn as sns

inport pandas as pd

inport mempy s AP

Woort tieeit

nport tise

inport matpletlid.pyplot as pit

isport satplotlib.potches a5 petches

from sklearmn. setrics import mean_absolate error
from skleaen. impute isport Sisplelsputer

from skleamn, preprocessing isport Isputer

from silearn,ensesble import RindosForesiClassifler
from skiearn.sodsl selection isport GrisSearch(V
from pandas fsport read csy

from sklesrn.oodel selection fsport cress_val _score
from sklescn.model selection fsport KFold

from skleam.preprocessing isport LabelEncoder
from sklesen.reural setwock fmport MS(lassifier
from skleam.pipeline import Pipeline

isport xarnisgs
varnings. filtervarniags{  ignore’)
Ly lid esstully lmpcrted the famctions and sethods”)

secessfully isported the fusctices and methods

Fig -4: Importing packages and functions
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lon = pd.read_csv('casis_longitudinal.csv')
lon = lon.fillna(method = ‘Ffill’)

lon.head()

Subject I0 MR 1D Growp Visit MRDelsy MF Hand Age EDUC SES MMSE COR €TV aWBV ASF
0 OAS2 0001 OAS2 0001 _MR?T Nondemenied 1 o0 M R & 14 20 270 Q0 1837 0666 0833
1 0AS2 0001 OAS2 0001 MR2 Nordemented 2 a7 M R & 14 20 300 00 2004 0831 0876
2 0AS2_ 0002 OAS2 0002 MRt Dementad 1 oM R 75 12 20 230 05 %78 0736 1046
3 0AS2 0002 OAS2 0002 MR2 Demerted 2 550 M R 76 12 20 280 05 738 0713 1010
4 OAS2 0002 OAS2 0002 _MA3 Dementad 3 18 M R & 12. 20 220 05 168 0701 1034
lon.tail()

Subject 10 MRID Group Visit MRDeiay WF Hand Age EDUC SES MMSE COR eTlV nWBV ASF
358 OAS2 0185 OASZ_0185_MR2 Demanted 2 842 R & ¥ 10 280 05 1683 0684 1037
389 OAS2 0185 OASZ_0185_MR3 Demented 3 29T ™ R & 15 10 260 05 1688 0675 1040
370 QAS2 0185 OAS2_0185_MR1 Nondamented 1 0 F R & 13 20 300 00 1319 0801 133
371 QAS2 0185 OAS2_0185_MR2 Nondemented 2 7w F R & 13 20 300 00 1327 o7 132
372 0AS2 0185 OAS2 0185 _MR3 Nondemenied 3 1608 F R & 13 20 300 00 1333 9801 1317

Fig -5: Dataset display

: JUpYter notebook (2) Last Crecipomt Last Friday #1333 AN (ssaved hanges) & e
Fie & Veme mat  Col o Widpets  Hep Toatez P3O
S+ xTH ¢ % W BCH oo 5]

In [03]: prist(We glot the grighs %o find the trends”)
Xoylasb ialiee

from pylad isport rcParass

reParams| figure figslae’] - 0, 8

cols » {"Age’, MR Delay’, 'ENC, SES', WSE', "COR', “STIV, ‘ne@V, ASF']
x = Jon.fillna{"")

sas_padrplot{xcels])

we plot the graphs to find the trends
Populating the Intacactive sampspace from mosgy and matplotlid

t1]: cseabore.axisgrid fairtrid 3t Sxifiiladitedy

Fig -6: Plotting trends
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W locate the correlstion deat map for Feature extraction

coatplotlib.axes. sutplots.AxesSabplot at Gxifiidedd?®

Age M Deiwy

Fig -7: Plotting correlation matrix (heat map)

In [38]: from sklears.preprocessisg isport LabelEncoder
from silears. model selection faport tradn_test split
cole«[ S 10", "Groep”, "WF", "Hand™ |
for x in col:
£ = LabelEncoder()
loa[x] = £.fit_transformiloalx]

In [25]: lom.3ead()

Scbiect D Goop MRDwlay MF Heed Age EDUC SES MMSE CDR oTW sV AS
0 0 2 L | o w N 20 2% B 8% e
¢ 2 & o1 0 8 O20 N A N 8 OBM

i 1 1 ¢ 1 0B R-I0 38 B %% 276 1%
3 1 1 = LI | 2 20 M4 B8 R VU 1M
4 1 1 s 1 o n Q 10 & = BB PR 14

Fig -7: Categorizing values
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Fig -8: Plotting graphs
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Fig -9: Giving sample data
4. CONCLUSIONS

This study is based on the comparison and evaluation of
recent work done in the prognosis and prediction of
Alzheimer’s disease using machine learning methods.
Explicitly, the recent trends with respect to machine learning
has been revealed including the types of data being used and
the performance of machine learning methods in predicting
early stages of Alzheimer’s. It is obvious that machine
learning tends to improve the prediction accuracy especially
when compared to standard statistical tools. However, based
on the review, the clinical diagnosis were not 100% accurate,
as pathological verification was not provided which
consequently introduce uncertainty in the predicted results

Scope for Future Work

It can be builtinto a proper user interface application so that
itis easily accessible to everyone.

It can be transferred as a tool in hospitals so that it helps the
patients with Alzheimer's disease.
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