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Abstract - Breast malignancy is the most widely recognized 
female disease in the world with an expected 1.67 million new 
malignant growth cases analyzed in 2012. In order to help 
physicians in improving the accuracy of diagnostic decisions, 
computer aided diagnosis (CAD) system is used in breast 
cancer detection and analysis nowadays. In this paper, in 
order to help physicians, identify the benign and malignant 
breast tumors in ultrasound, computer aided diagnosis scheme 
using multilayer perceptron is used. In this method, feature 
accession is applied by a feature scoring scheme that is based 
on Breast Imaging Reporting and Data Systems (BI-RADS) 
lexicon and experience of physicians.  . The patterns frequently 
appearing in the cancerous cells with the same label can be 
regarded as a potential diagnostic rule. Subsequently, the 
diagnostic rules are utilized by the multilayer perceptron. 
Finally, the multilayer perceptron is performed to discover 
effective combinations and integrate them into a strong 
classifier. The proposed approach has been validated using 
many breast ultrasound image dataset and its performance  
was compared with several conventional approaches. The 
experimental results show that the proposed method yielded 
the best prediction performance, indicating a good potential in 
diagnosing breast tumors.   
 
Key Words:  Biclustering, Diagnostic rules, Computer 
Aided Diagnosis, Feature space, PC-CFS. 
 
1.INTRODUCTION  
 
BREAST cancer is one of the most common cancer among 
women all over the world ranging from adolescents to adults 
and the second leading cause of death after lung cancer. 
According to the statistics of 2019, approximately 268,600 
new cases of malignant breast tumors and 48,100 cases of  
benign cases were diagnosed among US women, and 41,760 
women died from this disease. Report shows that early 
detection and diagnosis plays an important role in increasing 
the chance of survivability of breast tumor patients, reducing 
the mortality of over 40%. 
             Various imaging technologies have been of great help 
to early diagnosis for breast cancer. Mammography could be 
sed in breast cancer patients at early stages and is the most 
commonly used screening method. However, it has some 
disadvantages including low specificity and declining 
sensitivity in adolescent women as they have dense breasts. 

More specific, radiation from mammography does harm to 
patient’s body and it increases the risk of breast cancer. 
Nowadays, ultrasonography has become a major alternative 
to mammography in hospitals. Ultrasonography has many 
advantages such as being non-radioactive, non-invasive, low 
cost and more easy in practice. Also, ultrasonography is  
more sensitive to dense breast tissues, as well as it has 
higher accuracy in differentiating malignant and benign 
tumors. Breast Imaging Reporting and Data System (BI-
RADS); is another helpful tool commonly used in hospitals. 
This system was introduced to standardize the reporting of 
characteristics descriptions in mammography, ultrasound or 
MRI, thereby promoting communication among physicians. 
However, there is still a high misdiagnosis rate in the clinical 
practices because of the subjective dependence and 
experience variation among doctors.  Hence, computer aided 
diagnosis (CAD) system plays a vital role in helping doctors 
to improve the accuracy of diagnosis of breast tumors. 
 
1.1 Related works 
 

Many types of CAD approaches have been proposed for 
breast cancer detection in recent years [10]-[12]. Some of 
these CAD systems utilized support vector machine (SVM) as  
classifier [13]-[15]. Huang et al. [16] is a software engineer 
who applied the SVM with 28 texture features in the 
ultrasound image in order to classify breast tumors as benign 
or malignant. His CAD system achieved a high accuracy and 
were of  94.3% in classification of breast tumors. A CAD 
system using fuzzy SVM and stepwise regression feature 
selection [17] was invented to automatically detect and 
classify tumors. The results provided a big increase in 
classification performance due to the integration of different 
features. A 3-D solid breast nodules diagnosis system was 
proposed in[19] by using principal component analysis as 
well as image retrieval. The three different practical textural 
features were extracted from 3-D ultrasound images such as 
spatial gray-level dependence matrices, gray-level difference 
matrix and auto-covariance matrix. Then a CAD system for 
classification of BI-RADS category 3 with the binary logistic 
regression model classifier were proposed in study [20]. 
Their system obtained a high sensitivity and they used 
morphology and texture features. Some studies used affinity 
propagation (AP) clustering method to differentiate breast 
tumors as benign or malignant [21]. Cheng et al. [22] 
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proposed a CAD system using both B-mode ultrasound 
features and color Doppler features for tumor identification.  

Most of the given proposed systems mainly used various 
kinds of textural features that were extracted from region of 
interest (ROI) of BUS images to train their classifiers. 
However,there exist some drawbacks in those methods. 
Primarily, the BUS image often contains intrinsic artifact 
called speckle which may cause low signal/noise ratio 
(SNR),blurry boundaries as well as poor quality. Hence, the 
preprocessing for noise reduction is an unavoidable part in 
traditional CAD systems. Secondly, the difference in types or 
settings of accession instruments causes large variation in 
cell shapes, sizes and locations, thereby making the extracted 
characteristics unstable. Presently, most of the CAD systems 
have been developed to automate feature acquisition and 
classification through those difficult procedures, however it 
results in unavoidable risk of higher number of false positives 
and may lead to painful biopsies. In image processing and 
pattern classification [27], [28], feature extraction and 
selection plays an important role. Thus, there is no any fully 
automated CAD approach that has been widely applied in 
medical practices so far. This encourages us to develop a 
novel CAD approach using multilayer perceptron for the 
classification of tumors. 

Many studies have confirmed that ultra sonographic 
features based on the BI-RADS lexicon provides great 
effectiveness in classifying breast tumors as benign or 
malignant[29]-[31]. Moreover, physicians would like to use 
some high level feature such as BI-RADS lexicon when 
detecting and diagnosing breast tumors. Inspired by this fact, 
the physicians directly  score the BI-RADS features and then 
the scores are used by the multilayer perceptron. This idea of 
integrating the human’s judgment forms a human-in the-loop 
CAD architecture. Because of the human, the CAD would be 
more easily understandable and hence more acceptable by 
physicians. In this paper, we train the multilayer perceptron 
for the classification of breast tumors. 

1.2 The Proposed Framework 
 

Prior to the introduction of the technical side, let us 
describe about the two examples of breast cancers as 
illustrated in Fig. 1. According to WHO classification of 
breast cancer [36], breast carcinoma fall into 15 categories, 
including ductal carcinoma in situ (DCIS),  invasive breast 
carcinoma as given in Fig. 1(a), specific subtypes of invasive 
breast carcinoma, such as intra-ductal papillary carcinoma 
as shown in Fig.1 (b), mesenchymal tumor, etc. 

When diagnosing various types of breast cancers, every 
category of tumors shows specific image characteristics in 
BUS images. BI-RADS lexion helps physicians to analyze the 
tumors as it covers all these characteristics. For instance, as 
illustrated in Fig. 1(a), a 29 year old woman with invasive 
ductal cancer has a breast lesion with an angular and 
speculated margin. In contrast, for a case of intra-ductal 
papillary tumor illustrated in Fig. 1 (b), a circumscribed 
margin of the lesion can be seen as well as it has no 
microcalcification. In another word, only a specific subset of 

BI-RADS features could be used to diagnose a specific type of 
breast cancer. As a result, traditional clustering techniques 
using features to provide a classification cannot be used any 
more. 

 

          
Fig-1: An example of two different breast tumors.(a) A 

BUS image of a tumour of a 29 year old demonstrates an 
irregular shape ,indistinct, angular, microloblated. (b) A 75 
year old women has a complex cystic and solid mass with 

an oval shape. 
Similarly, we propose a novel  CAD framework incorporating 
Multilayer perceptron in neural network. Apart from the 
typical CAD framework, we develop an operator-
participating feature rating scheme and extraction method 
with the use of BI-RADS lexicon and experience of 
physicians. According to medical reports (Fig. 1),those 
tumorous lesions in the same category just show the same 
character on some specific feature subset. Besides, 
physicians usually make the diagnosis of breast tumors 
according to particular patterns that represents some kind  
of feature combination. Therefore, perceptron based neural 
networks has been proposed to discover the diagnostic rules 
hidden in the dataset of feature scores in this paper. Here, 
we innovatively train the multilayer perceptron to utilize 
those features to classify tumors as benign or malignant. The 
interesting features of the proposed method is that it uses a 
user-participated and unsupervised way, and hence good 
understanding of the final model.  

 
2. DATA PREPARATION 
 
In data preparation, we first introduce the concept of the 
proposed BI-RADS feature scoring scheme, which makes the 
proposed system a user-participated CAD system. Then, the 
detailed description of information about the dataset is 
given. Finally, the procedure of feature scoring and training 
is described. 

 
2.1 The BI-RADS feature scoring scheme  
 

In real medical cases, the physicians usually analyse and 
classify a breast carcinoma according to BI-RADS descriptors 
on the basis of doctor’s experience. The BI-RADS lexicon 
provides various useful feature descriptors, e.g. shape, 
orientation, mass, posterior acoustic characteristic, 
calcification, margin, echo pattern associated findings as well 
as special cases. In this proposed system, we have included 
25 features to represent the characteristics of tumors based 
on the BI-RADS lexicon and the recommendation of 
experienced physicians. In order to describe how to provide 
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each feature the right score, we have developed a reference 
table with the guidance of physicians and the BI-RADS 
lexicon. 

Table 1 illustrates the detailed information of the feature 
descriptors and the corresponding scoring scheme.  As 
represented in Table 1, the score assignment of features is 
shown on different pattern according to the medical reports 
and empirical rules of physicians. The scores range from 0 to 
5; if the score is high, then more it is inclined to be malignant. 
With respect to the shown reference table, the physicians 
assign each feature in BUS images with a corresponding score 
according to the different clinical observations. 

         As shown in Fig. 2, in order demonstrate how our 
scoring scheme works, we have collected two typical 
examples. Fig. 2(a) is a BUS image of benign instance while 
Fig. 2(b) is an example for malignant instance. Their scores of 
all 25 BI-RADS features from an experienced physician are 
listed in the corresponding Table 2. According to the BUS 
images and medical observations, the benign tumor usually 
tends to be oval in shape, parallel in lesion orientation, with 
circumscribed and distinct border, and are not spiculated nor 
angular margin; while typical malignant carcinoma is 
commonly irregular in shape,as well as non-parallel in 
orientation,  without circumscribed or indistinct border and 
with spiculated or angular margin. Also, vascularity, 
hypoechoic echo pattern, microcalcification in mass and duct 
extension usually appears in malignancy. However, these 
features rarely appear in benign diagnosis. 

 

 

Table -1: The feature descriptors and corresponding 
rating scheme. 

 

 

Fig-2: An example of two different breast tumors.(a) 
Benign instance (b)Malignant instance. 

 

 

Table -2: The feature scores for the given benign and 
malignant breast instances. 

 

2.2 The Description of Materials  

  The BUS datasets were gathered through the long-term 
cooperation with the specialists from various clinical centres. 
Three doctors with more than 15-year experiences and five 
interns have participated in the data collection. Finally, a 
large dataset of  breast tumors have been captured from 
various female patients including patients with benign as well 
as malignant tumors. All these cases of breast carcinoma 
were validated by biopsy and the result was benign in some 
cases  and malignant in other. If we consider the size of the 
tumor, the malignant tumors were seen with a diameter of 
2.57±1.47 cm and were bigger than the benign tumors with  
diameter of 1.95±1.19 cm. During the feature acquisition 
technique, the physicians were blinded to the final diagnosis 
results for avoiding the confusion of score assignment of 
selected features.  

2.3 The Feature Selection and Data Preparation 
In order to evaluate the discriminative skills of those BI-RADS 
primarily based features, we use the variance to carry out 
feature selection. The result showed that the pores and skin 
retraction, elasticity, mass in or on pores and skin, foreign 
body which includes implants, lymph nodes intramammary, 
postsurgical fluid series and fat necrosis have the variances 
decrease than 0.1, implying that there is little difference 
among benign and malignant instructions in those 7 features. 
Therefore, the remaining 18 features given in Table 4 were 
chosen as our new feature set. According to the final biopsy 
results, we use -1 to denote the benign tumor and +1 for 
malignancy. Then the feature information of all tumors can be 
constructed as a data matrix with the rows representing 
breast tumors and the columns representing the final 
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diagnostic result and the 18 features. Due to different score 
range on each feature, the min-max standard method was 
applied to normalize the data in the matrix (from the 2th to 
the 19th column). 

3. METHODS 
 
In this section, we present the working of Multilayer 
perceptron in neural network. We start by explaining how a 
multilayer perceptron works to classify tumors from the 
datasets generated. Fig. 3 shows the workflow of the 
proposed approach. 

 

Fig-3: An example of two different breast tumors.(a) 
Benign instance 

 
3.1 Multilayer Perceptron 
 
Algorithm of deep learning multilayer perceptron can be 
easily understood with the help of a perceptron in a single 
layer. Multiply with weights (Here features) and add Bias. 
Then update the weight when an error is found in 
classification or miss-classified. The Weight update equation 
is given below 
weight = weight + learning_rate * (expected - predicted) * x 

 
Fig-4: An example of single layer perceptron. 

 
In Multilayer perceptron, there are more than one linear 
layer (combinations of neurons). Let s consider a simple 
example of a three-layer network, the first layer constitutes 
the input layer and last will be the output layer and middle 
layer will be known as the hidden layer. We input data into 
the input layer and take the output from the output layer. 
Based on the complexity of the task in our model, the 
number of hidden layers could be increased. 

 
Fig-5: An example of multilayer perceptron. 

 
Multilayer perceptron or Feed Forward Network, is the most 
classic neural network model. It aims to approximate some 
function f (). Given, for example, a classifier y = f ∗ (x) that 
maps an input x to an output class y, the Multilayer 
Perceptron finds the best approximation to that classifier by 
defining a mapping. The mapping can be defined as y = f(x; 
θ) and learning the best parameters θ for it. MLP networks 
consists of many functions that are chained together. The 
mapping of a  network with three functions or layers would 
form f(x) = f (3)(f (2)(f (1)(x))). Each layer is composed of 
units that perform a definite transformation of a linear sum 
of inputs. Each layer is given as y = f(WxT + b). Here f is the 
activation function (covered below), W is the set of 
parameter, or weights, in the layer, x is the input vector 
(output of the previous layer), and b is the bias vector. The 
layers of an MLP is composed of several fully connected 
layers because each unit in a layer is connected to all the 
units in the previous layer.  The parameters of each unit in a 
fully connected layer, are independent of the rest of the units 
in the layer, that means each unit possess a unique set of 
weights. 
       Here a supervised classification system is used, where 
each input vector is associated with a label(or ground truth) 
which defines its class (or class label) is given with the data. 
The output of the network provides a class score (or 
prediction), for each input.  The loss function is defined to 
measure the performance of the classifier.  If the predicted 
class does not correspond to the true class then the loss will 
be high and low otherwise. The problem of overfitting and 
underfitting may occur sometimes at the time of training the 
model. As a result our model performs very well on training 
data but not on testing data. An optimization procedure  
using loss function and an optimizer is required in order to 
train the network,. This procedure will find the values for the 
set of features, W that minimizes the loss function. 
         A popular step is to initialize the weights to random 
values and refine them iteratively to get a lower loss. This 
refinement is done by means of transferring on the direction 
described through the gradient of the loss function. And it is 
vital to set a learning fee defining the amount wherein the 
algorithm is transferring in every iteration. 
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         Activation function: 
In order to describe the input-output relations in a non-
linear way, an activation function also known non- linearity 
is used. This provides the model with power to be more 
flexible in describing arbitrary relations. Some of the other 
popular activation functions include Sigmoid, Relu, and 
TanH. 

3.2 Training the model 
 
Training of the dataset are crucial for a multilayer 
perceptron to provide accurate output. While training we 
specify the outcomes that should be obtained for a given 
input. In training procedure, we provide many tumorous 
breast ultrasound images and train them. The three major 
steps used in training the model are 

1. Forward pass 
2. Calculate error or loss 
3. Backward pass 

 
4. EXPERIMENTS AND RESULTS 

 
In this study, the following two experiments were designed 
and performed. First, the performance comparison was 
performed on the proposed CAD system with the cross 
validation. Second, we analyzed the working of multilayer 
perceptron to discover the clinical findings potentially 
related to benign and malignant tumors.  

4.1 Performance Comparison 
 
In this experiment, various breast tumor instances including 
various benign cases and malignant cases were used. The 
SVM [16], neural network (NN) [23], fuzzy SVM [17], based 
methods and experts evaluation were as compared with the 
proposed scheme. Sensitivity, accuracy and specificity are all 
popular metrics for performance measuring in the discipline 
of binary class problems. The accuracy is the proportion of 
correct classification in all instances. The sensitivity is the 
proportion of positives (malignant instances) that are 
correctly identified and the specificity is the proportion of 
negatives (benign instances) that are correctly identified. 
      The 10-fold cross validation scheme become performed 
to evaluate the performance of the proposed method. The 
entire dataset is randomly partitioned into 10 mutually one-
of-a-kind subsets of same size. For each fold, a single subset 
is retained for trying out. This method changed into repeated 
for 10 runs and then every subsample become used only 
once because the checking out data. The very last overall 
performance become evaluated by means of averaging the 
consequences of 10 folds. 

Method Classifier Accuracy Sensitivity specificity 

[16] SVM 94.4% 94. 3% 94.4% 

[17] Fuzzy SVM 94.25% 91. 67% 96.08% 

[23] Fuzzy 
cerebral 

mode 

92.31% 93.55% 91.18% 

Experts Judgement 
by 

experience 

85.62% 93.08% 72.97% 

[30] Biclstering 
+ Adaboost 

95. 75% 96.26% 95.12% 

Proposed Multilayer 
Perceptron 

97.5% 97.08% 96.15% 

 
Table -3: Comparison results among different systems. 
  
5. CONCLUSIONS 
 
In this paper, a novel CAD gadget using multilayer 
perceptron is proposed for classifying benign and malignant 
breast tumors with people judgment on the BI-RADS lexicon 
based features. We have verified its suitable overall 
performance in a big dataset with diverse tumor instances 
relative to the small datasets using in traditional methods. It 
is an innovative try to undertake operator-based totally 
feature scoring scheme instead of the tactics of picture de-
noising, picture segmentation and characteristic extraction 
in traditional CAD systems. Each of those traditional 
techniques remains a challenging hassle in the fields of 
image processing and pc vision especially in ultrasound 
images, and really impacts the final class output. In contrast, 
we introduce the revel in of physicians during the feature 
extraction, that is easily ideal to doctors in actual utility and 
improve the robustness of our gadget.     
           In addition, we have reconfirmed that a few functions 
(i.e. Margin integrality, margin ambiguity, micro lobulated 
and calcification in mass) have played vital roles in 
distinguishing the breast tumors. The resultant analysis 
shows that a tumor with incorporated and distinct margin is 
an powerful benign symptom similarly to the symptom of 
without micro lobulated and calcification in mass. Likewise, 
ultrasonic discovery of uncompleted, vague and micro 
lobulated border with calcification in mass regularly 
indicates a vast malignant case. The use of multilayer 
perceptron has improved the accuracy in classifying tumors. 
One of our destiny studies will be centered on the use of our 
three-D ultrasound machine [50][51] to provide additional 
interpretable functions and integrate them into the modern 
CAD system for extra diagnostic guidelines and higher type 
performance.   
        
 
 
 
 
 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 
                Volume: 07 Issue: 02 | Feb 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 
 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 718 
 

REFERENCES 
 
[1] R. L. Siegel, K. D. Miller, and A. Jemal, "Cancer Statistics,      

2015," CA: a Cancer Journal for Clinicians, vol. 65, pp. 5-
29, Jan-Feb 2015. 

[2] H. D. Cheng, X. J. Shi, R. Min, L. M. Hu, X. R. Cai, and H. N. 
Du, "Approaches for automated detection and 
classification of masses in mammograms," Pattern 
Recognition, vol. 39, pp. 646-668, Apr 2006. 

 [3] Z. L. Chen, H. Strange, A. Oliver, E. R. E. Denton, C. Boggis, 
and R. Zwiggelaar, "Topological Modeling and 
Classification of Mammographic Microcalcification 
Clusters," IEEE Transactions on Biomedical Engineering, 
vol. 62, pp. 1203-1214, Apr 2015.  

[4] J. Y. Choi, "A generalized multiple classifier system for 
improving computer-aided classification of breast masses 
in mammography," Biomedical Engineering Letters, vol. 
5, pp. 251-262, 2015.  

[5] T. F. Yin, F. H. Ali, and C. C. Reyes-Aldasoro, "A Robust and 
Artifact Resistant Algorithm of Ultrawideband Imaging 
System for Breast Cancer Detection," IEEE Transactions 
on Biomedical Engineering, vol. 62, pp. 1514-1525, Jun 
2015.  

[6] T. Ungi, G. Gauvin, A. Lasso, C. T. Yeo, P. Pezeshki, T. 
Vaughan, et al., "Navigated Breast Tumor Excision Using 
Electromagnetically Tracked Ultrasound and Surgical 
Instruments," IEEE Transactions on Biomedical 
Engineering, vol. 63, pp. 600-606, Mar 2016. 

[7] B. Sahiner, H. P. Chan, M. A. Roubidoux, L. M. Hadjiiski, M. 
A. Helvie, C. Paramagul, et al., "Malignant and benign 
breast masses on 3D US volumetric images: Effect of 
computer-aided diagnosis on radiologist accuracy," 
Radiology, vol. 242, pp. 716-724, Mar 2007.  

[8] M. Costantini, P. Belli, R. Lombardi, G. Franceschini, A. 
Mule, and L. Bonomo, "Characterization of solid breast 
masses - Use of the sonographic breast imaging reporting 
and data system lexicon," Journal of Ultrasound in 
Medicine, vol. 25, pp. 649-659, May 2006. 

[9] S. Ackerman, "ACR BI-RADS for Breast Ultrasound," 
Ultrasound in Medicine & Biology, vol. 41, pp. S95-S95, 
2015.  

[10] S. C. Zhou, J. Shi, J. Zhu, Y. Cai, and R. L. Wang, "Shearlet-
based texture feature extraction for classification of 
breast tumor in ultrasound image," Biomedical Signal 
Processing and Control, vol. 8, pp. 688-696, Nov 2013. 

 [11] M. C. Yang, W. K. Moon, Y. C. F. Wang, M. S. Bae, C. S. 
Huang, J. H. Chen, et al., "Robust Texture Analysis Using 
Multi-Resolution Gray-Scale Invariant Features for Breast 
Sonographic Tumor Diagnosis," IEEE Transactions on 
Medical Imaging, vol. 32, pp. 2262-2273, Dec 2013.  

[12] L. Y. Cai, X. Wang, Y. Y. Wang, Y. Guo, J. H. Yu, and Y. 
Wang, "Robust phase-based texture descriptor for 
classification of breast ultrasound images," Biomedical 
Engineering Online, vol. 14, Mar 24 2015. 

 [13] Q. H. Huang, F. B. Yang, L. Z. Liu, and X. L. Li, "Automatic 
segmentation of breast lesions for interaction in 

ultrasonic computer-aided diagnosis," Information 
Sciences, vol. 314, pp. 293-310, Sep 1 2015. 

[14] Y. L. Huang, D. R. Chen, Y. R. Jiang, S. J. Kuo, H. K. Wu, and 
W. K. Moon, "Computer-aided diagnosis using 
morphological features for classifying breast lesions on 
ultrasound," Ultrasound in Obstetrics & Gynecology, vol. 
32, pp. 565-572, Sep 2008. 

[15] Q.H. Huang, Y.Z. Luo, and Q.Z. Zhang, “Breast Ultrasound 
Image Segmentation: A Survey,” International Journal of 
Computer Assisted Radiology and Surgery, vol. 12, no.3, 
pp. 493-507, 2017  

[16] Y. L. Huang, K. L. Wang, and D. R. Chen, "Diagnosis of 
breast tumors with ultrasonic texture analysis using 
support vector machines," Neural Computing & 
Applications, vol. 15, pp. 164-169, Apr 2006. 

[17] X. J. Shi, H. D. Cheng, L. M. Hu, W. Ju, and J. W. Tian, 
"Detection and classification of masses in breast 
ultrasound images," Digital Signal Processing, vol. 20, pp. 
824-836, May 2010.  

[18] K. M. Prabusankarlal, P. Thirumoorthy, and R. 
Manavalan, "Assessment of combined textural and 
morphological features for diagnosis of breast masses in 
ultrasound," Human-centric Computing and Information 
Sciences, vol. 5, pp. 1-17, 2015.  

[19] Y. L. Huang, S. H. Lin, and D. R. Chen, "Computer-aided 
diagnosis applied to 3-D US of solid breast nodules by 
using principal component analysis and image retrieval," 
2005 27th Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society, Vols 1-7, pp. 
1802-1805, 2005.  

[20] W. K. Moon, C. M. Lo, J. M. Chang, C. S. Huang, J. H. Chen, 
and R. F. Chang, "Quantitative Ultrasound Analysis for 
Classification of BIRADS Category 3 Breast Masses," 
Journal of Digital Imaging, vol. 26, pp. 1091-1098, Dec 
2013. 

 [21] Y. Su and Y. Wang, "Computer-Aided Classification of 
Breast Tumors Using the Affinity Propagation Clustering," 
in 2010 4th International Conference on IEEE in 
Bioinformatics and Biomedical Engineering, pp. 1-4, 
2010. 

 [22] Y. Liu, H. D. Cheng, J. H. Huang, Y. T. Zhang, X. L. Tang, J. 
W. Tian, et al., "Computer Aided Diagnosis System for 
Breast Cancer Based on Color Doppler Flow Imaging," 
Journal of Medical Systems, vol. 36, pp. 3975-3982, Dec 
2012. 

 [23] C. M. Lin, Y. L. Hou, T. Y. Chen, and K. H. Chen, "Breast 
Nodules Computer-Aided Diagnostic System Design Using 
Fuzzy Cerebellar Model Neural Networks," IEEE 
Transactions on Fuzzy Systems, vol. 22, pp. 693-699, Jun 
2014. 

 [24] B. K. Singh, K. Verma, and A. S. Thoke, "Adaptive 
gradient descent backpropagation for classification of 
breast tumors in ultrasound imaging," Proceedings of the 
International Conference on Information and 
Communication Technologies, ICICT 2014, vol. 46, pp. 
1601- 1609, 2015.  



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 
                Volume: 07 Issue: 02 | Feb 2020                  www.irjet.net                                                                     p-ISSN: 2395-0072 
 

© 2020, IRJET       |       Impact Factor value: 7.34       |       ISO 9001:2008 Certified Journal       |     Page 718 
 

[25] B. N. Li, J. Qin, R. Wang, M. Wang, and X. Li, "Selective 
Level Set Segmentation Using Fuzzy Region Competition," 
IEEE Access, vol. 4, pp. 4777-4788, 2016. 

 [26] L. Feng and L. Huibin, "Joint sparsity and fidelity 
regularization for segmentation-driven CT image 
preprocessing," SCIENCE CHINA Information Sciences, 
vol. 59, p. 032112, 2016.  

[27] Y. Li, W. Liu, X. Li, Q. Huang, and X. Li, "GA-SIFT: A new 
scale invariant feature transform for multispectral image 
using geometric algebra," Information Sciences, vol. 281, 
pp. 559-572, 2014. 

[28] C. Hou, F. Nie, X. Li, D. Yi, and Y. Wu, "Joint embedding 
learning and sparse regression: A framework for 
unsupervised feature selection," IEEE Transactions on 
Cybernetics, vol. 44, pp. 793-804, 2014. 

[29] R. M. Jales, L. O. Sarian, R. Torresan, E. F. Marussi, B. R. 
Alvares, and S. Derchain, "Simple rules for 
ultrasonographic subcategorization of BI-RADS (R)-US 4 
breast masses," European Journal of Radiology, vol. 82, 
pp. 1231-1235, Aug 2013.  

[30] Qinghua Huang ; Yongdong Chen ; Longzhong Liu ; 
Dacheng Tao ; Xuelong Li " On Combining Biclustering 
Mining and AdaBoost for Breast Tumor Classification," IEEE 
Transactions on Knowledge and Data Engineering.  

[31] W. K. Moon, C. M. Lo, N. Cho, J. M. Chang, C. S. Huang, J. H. 
Chen, et al., "Computer-aided diagnosis of breast masses 
using quantified BI-RADS findings," Computer Methods 
and Programs in Biomedicine, vol. 111, pp. 84-92, Jul 
2013. 

 [32] Y. Yang, F. Shen, Z. Huang, H. T. Shen, and X. Li, 
“Discrete nonnegative spectral clustering,” IEEE 
Transactions on Knowledge and Data Engineering, vol. 
29, no. 9, pp. 1834-1845, 2017.  

[33] Y. Yang, Z. Ma, F. Nie, and H. T. Shen, “Multitask spectral 
clustering by exploring intertask correlation,” IEEE 
Transactions on Cybernetics, vol. 45, no. 5, pp. 1069-
1080, 2015.  

[34] M. Hu, Y. Yang, F. Shen, H.T. Shen, and X. Li, “Robust web 
image annotation via exploring multi-facet and structural 
knowledge,” IEEE Transactions on Image Processing, vol. 
26, no. 10, pp. 4871-4884, 2017.  

[35] Z. Zhang, L. Liu, F. Shen, H.T. Shen, and L. Shao, “Binary 
multi-view clustering,” IEEE Transactions on Pattern 
Analysis and Machine Intelligence. (Doi: 
10.1109/TPAMI.2018.2847335)  

[36] S.R. Lakhani, I.O. Ellis, S.J. Schnitt, P.H. Tan, and M.J. van 
de Vijver. WHO classification of tumours of the breast. 
Lyon: IARC, vol. 4, no. 4, 2012. 

[37] S. C. Madeira and A. L. Oliveira, "Biclustering algorithms 
for biological data analysis: A survey," IEEE-Acm 
Transactions on Computational Biology and 
Bioinformatics, vol. 1, pp. 24-45, Jan-Mar 2004.  

[38] Q. H. Huang, D. C. Tao, X. L. Li, and A. W. C. Liew, 
"Parallelized Evolutionary Learning for Detection of 
Biclusters in Gene Expression Data," IEEE-ACM 
Transactions on Computational Biology and 
Bioinformatics, vol. 9, pp. 560-570, Mar-Apr 2012.  

[39] Q. H. Huang, "Discovery of time-inconsecutive co-
movement patterns of foreign currencies using an 
evolutionary biclustering method," Applied Mathematics 
and Computation, vol. 218, pp. 4353-4364, Dec 15 2011. 

 [40] Q. H. Huang, T. Wang, D. C. Tao, and X. L. Li, 
"Biclustering Learning of Trading Rules," IEEE 
Transactions on Cybernetics, vol. 45, pp. 2287-2298, Oct 
2015.  

[41] Q. H. Huang, D. C. Tao, X. L. Li, L. W. Jin, and G. Wei, 
"Exploiting Local Coherent Patterns for Unsupervised 
Feature Ranking," IEEE Transactions on Systems Man and 
Cybernetics Part B-Cybernetics, vol. 41, pp. 1471-1482, 
Dec 2011.  

[42] Y. Cheng and G. M. Church, “Biclustering of expression 
data,” in Proc. Int. Conf. Intell. Syst. Mol. Biol., vol. 8. San 
Diego, CA, USA, pp. 93-103, 2000.  

[43] Q. Huang, X. Huang, Z. Kong, X. Li and D. Tao, “Bi-Phase 
evolutionary searching for biclusters in gene expression 
data,” IEEE Transactions on Evolutionary Computation. 
(Online published, DOI: 10.1109/TEVC.2018.2884521)  

[44] Y. Freund and R. E. Schapire, "A decision-theoretic 
generalization of on-line learning and an application to 
boosting," Journal of Computer and System Sciences, vol. 
55, pp. 119-139, Aug 1997.  

[45] P. Ramzi, F. Samadzadegan, and P. Reinartz, 
"Classification of Hyperspectral Data Using an 
AdaBoostSVM Technique Applied on Band Clusters," IEEE 
Journal of Selected Topics in Applied Earth Observations 
and Remote Sensing, vol. 7, pp. 2066-2079, Jun 2014.  

[46] Z. Yu, P. Luo, J. Liu, H.S. Wong, J. You, G. Han, and J. 
Zhang, “Semi-supervised ensemble clustering based on 
selected constraint projection,” IEEE Transactions on 
Knowledge and Data Engineering, vol. 30, no. 12, pp. 
2394-2407, 2018. 

[47] Q. H. Huang, X. H. Huang, L. Z. Liu, Y. D. Lin, X. Z. Long, X. 
L. Li, " A Case-oriented Web-based Training System for 
Breast Cancer Diagnosis," Computer Methods and 
Programs in Biomedicine. Vol 156, pp. 73-83, Mar 2018. 

[48] Q. H. Huang, F. Zhang, and X. L. Li, "A New Beast Tumor 
Ultrasonography CAD System Based on Decision Tree and 
BIRADS Features," World Wide Web, vol. 21, no. 6, pp. 
1491-1504, 2018. 

 [49] Q.H. Huang, F. Zhang, and X.L. Li, “Few-shot Decision 
Tree for Diagnosis of Ultrasound Breast Tumor Using BI-
RADS Features,” Multimedia Tools and Applications, vol. 
77, no. 22, pp.29905-29918, 2018.  

[50] Q. Huang, J. Lan, and X. Li, “Robotic arm based automatic 
ultrasound scanning for three-dimensional imaging,” 
IEEE Transactions on Industrial Informatics. (Online 
published, Doi: 10.1109/TII.2018.2871864)  

[51] Q. Huang, B. Wu, J. Lan, and X. Li. Fully Automatic 
ThreeDimensional Ultrasound Imaging Based on 
Conventional B-scan. IEEE Transactions on BioMedical 
Circuits and Systems. vol 12, no. 2, pp. 426-436, 2018. 

 
 

https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=69
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=69

