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Abstract - Parkinson’s disease is a disorder of central 

Nervous system. The main signs and symptoms of 

Parkinson’s are tremor, slow movement, rigid muscle, 

impaired posture and balance, loss of automatic 

movement, speech changes and writing changes. But 

speech changes occurs in about 90% of people and they 

suffer from speech disorder like disorder of laryngeal, 

respiratory and articulatory function. Hence purpose of 

this paper is to analyse the voice samples from Parkinson’s 

and healthy people and discriminate them using machine 

learning algorithms. Different features like Jitter, 

Shimmer, NHR and HNR are extracted. 
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1. INTRODUCTION 
 
Basic unit of nervous system is neurons. Neuron is 
basically cell that carries electrical impulses. The gradual 
loss of structure or function of neurons including death 
of neurons is called as neurodegeneration. 
Neurodegereration disease includes Amyotrophic lateral 
sclerosis, Parkinson’s disease, Alzheimer’s disease and 
Huntington’s disease. The above disease occurs as a 
result of neurodegeration process. One of the 
degenerative disease is Parkinson’s which affect the 
person above the age of 65 years [1]. It is basically 
affects the predominately dopamine-producing neurons 
in specific area of brain called substania nigra. 
 
It is very difficult to identify Parkinson’s disease as no 
diagnostic lab test are available. Since approximately 
90% of people with PD suffer from speech disorder, 
voice analysis is most efficient method of diagnosis of 
PD. 
 
Voice signal recording is the advance, simple and most 
non-invasive technique for diagnosis of PD [2]. As most 
of the people with PD affected by speech disorders [3], it 
could be considered as the most reasonable way for 
detection of PD [4]. Symptoms present in speech 
includes diminished loudness, rise of vocal tremor, and 
breathiness (noise). Vocal impairment relevant to PD is 
described as dysphonia (inability to produce normal 
vocal sounds) and dysarthria (difficulty in pronouncing 
words).  

In literature, different researches on speech 
measurement for general voice disorders [5], [6], [7] and 
Parkinson’s Disease in particular [8],[9], [10] [11], [12]. 
Some of the research use a regression approach to detect 
the level of PD utilizing the UPDRS (Unified Parkinson’s 
Disease Rating Scale) measurements while other 
research approach to problem as a classification problem 
to detect whether the patient has Parkinson or not. 
 
[11]Uses the dataset which contain vowel ‘a’ phonation 
of 31 subjects and get the accuracy of 91.4% by SVM 
with RBF kernel. 

 
2. DATASET 

 
The PD database consists of training and test files. The 
training data belongs to 20 PWP (6 female, 14 male) and 
20 healthy individuals (10 female, 10 male) [13]. 
Training dataset consist of 26 voice samples which 
includes sustained vowels, numbers, words and shorts 
sentence. Whereas in test data file 28 PD patients ask to 
say only sustained vowels ‘a ‘and ‘o’ which makes the 
total of 168 recordings. 
 

3. MATERIAL AND METHODS  
 
3.1 Proposed methods                                                                                                                                                                                            
                                                                                              
                                                                                             
                                                                                         

 
 

Fig 1 Proposed Method 
 
Proposed Method involve four main blocks. It start with 
collection of voice sample from People with Parkinson 
and healthy. Voice recording includes sustained vowels, 
numbers, words and short sentences. From this recorded 

voice some important features are extracted. Features 
like jitter and shimmer are extracted. After feature 
extraction classification is an important block which 
discriminate PWP (People with Parkinson’s) from 
healthy people. 
 
3.2 Voice Recording 
 
Voice recording includes sustained vowels, numbers, 
words and short sentences. 
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4. FEATURES EXTRACTION 
 
Features Extraction are the most important block for 
analysis of voice signal. Jitter and its variants, shimmer 
and its variants are the two most important features as 
the periodicity of voice in PD is disturbed. Variation in 
frequency is called as Jitter whereas variation in 
amplitude is called as Shimmer. Other features like 
fundamental pitch frequency, NHR, HNR also extracted. 
 
4.1 Jitter and its variants 
 
It is the variation of fundamental frequency from one 
cycle to next. The other measurements related to jitter 
which also helps in measuring the perturbation are jitter 
local or Jitter absolute, jitter RAP(relative average 
perturbation), jitter PPQ (period perturbation quotient), 
jitter relative etc.  
 
Jitter absolute is given as eq.(1) 

  Jitter(abs)= 
 

    
∑              

                                  (1) 

Where Ti is Pitch Period and M is number of Pitch 

Periods. 

Jitter rel is given as eq.(2) 

   Jitter(rel)= 
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Jitter RAP is given as eq.(3) 

   Jitter (RAP)= 
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Jitter (PPQ5) represents the amount of periodic 
disturbance within five periods.  
It is calculated using (4) 

    Jitter (PPQ5)= 
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4.2 Shimmer and its variants 
 
It is a measure of instability in amplitude. Shimmer and 
its variants are derived by measuring the maximum 
value of the amplitude of the signal within each vocal 
cycle.  
 
Shimmer local(db)  is given as eq.(5)  

   Shimmer(db)= 
 

    
∑        

      

  
    

                         (5) 

 
Shimmer  relative is given as eq.(6) 

    Shimmer(relative)= 
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Where Vi is peak to peak amplitude and M is number of 
fundamental frequency periods. 

Shimmer (APQ3) is given as eq.(7) 

    Shimmer(APQ3)= 
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Shimmer  (APQ5) is given as eq.(8) 

    Shimmer(APQ5)=
 

    
∑     (

 

 
∑      
     )    

   
 

  
∑    
   

                    (8) 

 
Shimmer and its types are extracted using energy 
contours obtained by computing the frame energy of 
every speech frame or computing the frame average 
magnitude of each speech frame. 

 
Table 1.List of features 

 

1 Jitter (local) 

2 Jitter (local, absolute) 

3 Jitter (rap) 

4 Jitter (ppq5) 

5 Jitter (ddp) 

6 Shimmer (local) 

7 Shimmer (local, dB) 

8 Shimmer (apq3) 

9 Shimmer (apq5) 
10 Shimmer (apq11) 

11 Shimmer (dda) 

12 AC 

13 NHR(Noise Harmonic Ratio) 

14 NHR(Harmonic Noise Ratio) 

15 Median pitch 

16 Mean pitch 

17 Standard deviation 

18 No. of pulses 

19 Minimum pitch 

20 Maximum pitch 
 

5. CLASSIFICATION 
 
After features extraction classification plays an 
important role. Proposed system classify two class which 
represent 0 for healthy and 1 for PWP. Different 
Algorithms are used for classification. Proposed System 
used Support Vector Machine (SVM) and K-Nearest 
Neighbour (KNN). 

 
5.1 Support Vector Machine (SVM) 
 
SVM are supervised learning model which survey data 
used for classification and regression problems. In SVM, 
all data points of different class are separated by using 
hyperplane. Hyperplane maximize the margin between 
two classes. More margin between the classes gives best 
hyperplane. There are basically two types of 
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classification one is linear classification whereas other is 
non-linear classification.SVM performs for both linear 
and non-linear classification. As data is nonlinear so 
nonlinear classification plays very important role in this 
research.SVM uses different kernel to perform non-
linear classification. 
 
Different types of kernel are Linear kernel, Gaussian RBF 
kernel, Sigmoid kernel and Polynomial kernel. Proposed 
system used Gaussian kernel which provide best 
accuracy of 91.35%.Mathematical expression for 
Gaussian Kernel is given in eq.(9) 
 

                  
 

        

                                            (9) 
 
5.2 K-Nearest Neighbour (KNN) 
 
KNN is basically algorithm which classify non-linear 
data. Hence KNN algorithms used in non-linear 
classification and regression problem. 
 
Steps involve in KNN 
 
1. Choose the number of K of neighbour. 
2. Take the K-nearest neighbour of the new            data 
point, according to Euclidean distance. 
3. Among these K-neighbour, count the number of data 
points in each category. 
4. Assign the new data point to the category where you 
counted the most neighbour.  
5. Model is ready. 
K value decide the accuracy of KNN algorithm. As K-
value changes the accuracy may change. Proposed 
system gives the accuracy of 90.67% with KNN which is 
lesser than the SVM. 
 

6. RESULT AND DISCUSSION 
 
Using confusion matrix, accuracy of proposed system is 
calculated for different machine learning algorithm and 
the comparison of SVM and KNN is made. Basic measure 
from the confusion matrix are Sensitivity, Accuracy, 
Specificity, Precision and F-ratio.  
 
ROC is the curve which plotted for True Positive Rate 
against False Positive Rate. True Positive Rate is also 
known as Sensitivity whereas False Positive Rate is 
known as Selectivity. 
 
 
 
 
 
 
 
 
 

6.1 Confusion Matrix and ROC curve for SVM 
 

 
 

Fig 2 Confusion matrix 
 

 
 

Fig 3 ROC for healthy 
 

 
 

Fig4 ROC for PWP 
 
6.2 Confusion Matrix and ROC curve for KNN 
 

 
 

Fig.5 Confusion matrix 
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Fig.6 ROC for healthy 
 

 
 

Fig.7 ROC for PWP 

 
6.3 Comparison of SVM and KNN 
 

 SVM KNN 
Accuracy 91.35 90.67 

Sensitivity 87.99 91.23 
Specificity 95.36 90.13 
Precision 95.23 90.00 

F-ratio 91.71 90.61 
 

Table 2 SVM verses KNN 

 

7. CONCLUSION 
 
The aim of this research was diagnosis of Parkinson’s 
disease using voice analysis. The classification process 
was done with various classifier algorithms and the best 
classification accuracy was achieved by SVM (Support 
Vector Machine). 
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