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Abstract: In the current date scenario, technology is leveraged in all domains to help humans achieve a better perspective about 
their day to day needs.  EducatAR is a mobile application that facilitates and promotes interactive and better conceptual learning.  
The application will scan the image from a textbook (as a source for now) and fetch an equivalent 3-D model for it from the cloud. 
The overall functionality of the application will help the students to understand the topic better. The main aim of this application 
is to ease the process of learning amongst students. The proposed application provides a user-friendly, interactive experience.  An 
in-built camera in the application will scan the image from the textbook. Vuforia and Unity engine have been used to build the app 
and Blender to design  3-D models. The 3D models will be kept on cloud. A trained Convolutional Neural Network (CNN) will 
recognize the image and fetch an equivalent model from the cloud. Once the model is fetched, the user would be able to interact 
freely with the 3D model and get a crystal clear learning experience of the topic using Augmented Reality.  It thus enables the 
students and the entire educational field to achieve a better understanding.  
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I. Introduction 

Augmented Reality: An enhanced version of reality where live, direct or indirect views of physical real-world environments 
are augmented with superimposed computer-generated images over a user’s view of the real-world, thus enhancing one’s 
current perception of reality. Augmented reality is the integration of digital information with the user’s environment in real 
time. The origin of the word augmented is augment, which means to add or enhance something. In the case of Augmented 
Reality (also called AR), graphics, sounds, and touch feedback are added into our natural world to create an enhanced user 
experience. 

Augmented Reality (AR) is an interactive experience of a real-world environment whereby the objects that reside in the real-
world are “augmented” by computer-generated perceptual 

 

Figure 1:AR in education 
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information, sometimes across multiple sensory modalities, including visual, auditory, haptic, somatosensory, and olfactory. 
The primary value of augmented reality is that it brings components of the digital world into a person’s perception of the real 
world, and does so not as a simple display of data, but through the integration of immersive sensations that are perceived as 
natural parts of an environment. From social media filters, to surgical procedures, AR is rapidly growing in popularity because 
it brings elements of the virtual world, into our real world, thus enhancing the things we see, hear, and feel. 

Several categories of augmented reality technology exist, each with varying differences in their objectives and applications. 
They are: 

1) Marker based Augmented Reality 

2) Marker less Augmented Reality 

3) Projection based Augmented Reality 

4) Superimposition based Augmented Reality 

An Android Application will be developed using UNITY engine and Blender 3D, an open source computer graphics software for 
designing 3D objects. These technologies will help to create realistic simulations of desired topics and concepts. The Android 
application is trained to detect content of image using Convolutional Neural Networks (CNN). Suppose there is a diagram in a 
book like a Digestive System, then the app will detect the diagram and would be able to render it into a desired augmented 
model of the same showing a simulation and realistic working of the digestive system. This can be done for any other subjects 
as well, since diagrams are involved in almost all subjects. 

II. Bridging the gap 

After extensive research of papers about the existing technologies and inventions(listed at the end of this document) it is clear 
that there is a significant number of drawbacks in the current system. None of the papers describe an application that has all 
the three functionalities namely platform independency, image recognition and interactive AR models integrated in a single 
Android application. Also, no integration of Augmented Reality and Neural Network using Unity Engine was recorded in our 
survey. In addition to this, there was no official support provided by Unity for integration and use of the above tech-stack in 
their engine. Coming to the models section, all the systems which use AR models are storing them on the app itself making it 
heavy and large in size.  

III. Overview of our idea and tech used 

The app, titled “EducatAR”, is an Android application which aims at removing barriers of understanding in e-learning. The app 
uses the phone’s in-built camera to scan images of textbooks, for example a digestive system or a brain. It then recognizes and 
classifies the image and fetches the appropriate 3D model of the image from the cloud. 

The technologies used by the app are listed below: 

1) Unity Engine  

Unity is a cross-platform real time engine made by Unity Technologies. Unity basically is used to create interactive 
experiences. Our app is primarily built using Unity Engine. 

2) Vuforia 

Vuforia is an augmented reality SDK for mobile devices that enables the creation of augmented reality applications. It uses 
computer vision technology to recognize and track planar images (Image Targets) and simple 3D objects, such as boxes, in real 
time. Unity Engine offers support for Vuforia for creation of AR apps and we have made use of the same. 

3)MobileNet 

MobileNet is an architecture which is more suitable for mobile and embedded based vision applications where there is lack of 
compute power. This architecture was proposed by Google. MobileNets are small, low-latency, low-power models 
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parameterized to meet the resource constraints of a variety of use cases. They can be built upon for classification, detection, 
embeddings and segmentation. 

4) Blender 3D 

Blender is a free and open-source 3D computer graphics software toolset used for creating animated films, visual effects, art, 
3D printed models, interactive 3D applications and video games. The 3D models in our app are made using Blender. The 
models can be exported to Unity in .obj or .fbx format and be used in Android applications. 

5) Firebase 

Firebase provides a realtime database and backend as a service. The service provides application developers an API that 
allows application data to be synchronized across clients and stored on Firebase's cloud. The 3D models built in Blender are 
stored on the Firebase database and fetched at runtime. 

6)Tensorflow 

TensorFlow is a free and open-source software library for dataflow and differentiable programming across a range of tasks. It 
is a symbolic math library, and is also used for machine learning applications such as neural networks. It is used for both 
research and production at Google.TensorFlow was developed by the Google Brain team for internal Google use. It was 
released under the Apache 2.0 open-source license on November 9, 2015.TensorFlow offers multiple levels of abstraction so 
you can choose the right one for your needs. Build and train models by using the high-level Keras API, which makes getting 
started with TensorFlow and machine learning easy. 

7) Tensorflowsharp 

TensorFlowSharp provides APIs for use in .NET programs, including C# and F#. These APIs are particularly well-suited to 
loading models created in Python and executing them within a .NET application.This library is not official and not supported 
by Google. 

System Architecture 

The following diagram shows the proposed architecture of EducatAR- 

 

Figure 2: System Architecture 
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IV. Methodology and working 

1) Image recognition and classification 

This is the first phase of the working mechanism. In order to identify the image which is scanned using the camera, the system 
must be trained with appropriate data. The focus of the app is currently on the subject of biology, so the models built are 
mainly human organs like heart and brain. To train the system to recognize such images, MobileNet v2 has been used. The 
training dataset was the first 100 images that pop up on Google images after you search for a particular image eg: The first 100 
images of a human brain. After the image is recognized, it is classified into the particular category that fits the image. The only 
restriction is that the scanned image must be undistorted and should have a clear background.  

2) Model Building 

Model building is an important aspect of this system. The 3D models are built using Blender 3D, a computer software for 
making 3D figures. Depending on the classified image, the appropriate 3D model is fetched from the database. The models 
themselves have been constructed from the ground up and are strictly not auto-generated. Currently 5 models related to 
biology have been made, and will be expanded to other subjects in the future. 

3) Model and video fetching 

The 3D models which were built in the previous phase are stored on the Firebase database online. In addition to this, a video 
has also been uploaded which is related to the model. Like if a brain image is scanned, a video related to the functioning of the 
brain will also be fetched along with the 3D model of the brain. The videos are also stored on the firebase database.  

4) Model interaction 

Model interaction is basically the final stage of the app working. Once the model is fetched and is visible on the screen, the user 
can interact with the same. Basic functions like zooming in and out, and rotating the model have been added to make it 
interactive and more readily visible. Further, live tracking is enabled on the model so that it does not leave the location of its 
projection, even if the user changes the angle of the camera. Besides this, the video which was stored on the database is 
fetched and played in a plane adjacent to the model, hence making the learning experience even richer and exciting for the 
user. 

Below are some screenshots of the application that show the working of the same: 

 

Figure 3: Image is scanned and identified 
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Figure 4: Model and video is fetched from database 

As you can see from the above photos, first a digestive system is identified by the app and then the corresponding model as 
well as video is fetched from the database. The fetched model can be interacted with by the user. 

V. Conclusions 

In general, the use of Augmented Reality in the field of education and training has somewhat been limited. That being said, 
there are quite a few applications or systems who have tried to make the learning process interactive. The use of Augmented 
Reality along with Virtual Reality, termed as “Mixed Reality” by experts surely could be a valuable asset for years to come.  

The application designed in this project has the capacity to overcome most of the technological as well as accuracy related 
drawbacks found in the current systems aiming at using AR in education. The fact that it uses a smartphone powered camera 
makes it even better in the portability and usability aspect. In addition to that, the application is powered by image recognition 
APIs, thus eliminating the need to place guidance markers or codes for the computer to understand. Further, by using CNN to 
train the app to understand and recognize images, it boasts upto 95% success rate of accurate image recognition. In addition 
to recognizing any image of the reference textbook, the app will show a 3D model of the same, built using Blender 3D. These 
models will be stored in a administrator-access-only database, strictly not available offline. This ensures that the app data is 
secure and reliable. This is the first time an attempt has been made to integrate neural network with Augmented Reality, hence 
making it the pinnacle of cutting edge technology. 

Future work on the application will focus on animating the models for better visual aid, and also on making the application 
interactive in Virtual Reality, a task which is already in development and will be available pretty soon in the next version of the 
app. 
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