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ABSTRACT:- FPGA technology is used in all kinds of high speed devices now, which also need so many demands in Quick 
configuration of FPGA at runtime is the latest need. Scheduling in FPGAs is increasingly being employed in modern real-
time embedded systems, which often impose strict timeliness constraints. The existing system aims at tackling such a 
problem with a self aware approach. The security module checks the course of the proceedings at each intermittent point 
of a schedule and on detecting a malicious environment heals the scenario and takes precautions to prevent similar 
malfunctions in future.In the proposed system SBI(Spare blocks interfacing) is utilized for scheduling the process more 
accurately and timely. The advantage of spare block is multiple choice multi tasking spare support during scheduling 
process. The spare blocks are interfaced in four directions so if there is any Trojan malfunction in process, the spare blocks 
will provide scheduling help by generating temporary storage space, spare data, or delay clock etc which obviously 
improve the performance of the FPGA configurations. 

1. INTRODUCTION 

The property of quick reconfiguration of Field Programmable Gate Array(FPGA) at runtime is being utilized in arenas 
ranging from avionics and automotive systems to nuclear reactors. A Field-Programmable Gate Array(FPGA)is an 
integrated circuit designed to be configured by a customer or a designer after manufacturing. The FPGA configuration is 
generally specified using a Hardware-Description Language(HDL),similar to that used for an application-specific 
integrated circuit(ASIC). Correctness of the time system depends both on the logical results and the time of the result 
generation, as output generation after deadline may be catastrophic.  

 

Fig 1. Block diagram of FPGA CLB’s 

2. EXISTING SYSTEM: 

In the existing system, aims at tackling such a problem with a self aware approach. The security module checks 
the course of the proceedings at each intermittent point of a schedule and on detecting a malicious environment heals the 
scenario and takes precautions to prevent similar malfunctions in future immediately.  If there is any error occurrence in 
between them, it will sequentially wait for its time to trigger the CPU that error has occurred. It is totally dependent on the 
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CPU. Then after CPU, getting the error information it will reset the whole process. It is stated as slow watchdog fault 
mechanism. The time it takes to reach the error mechanism to rectify is more than the proposed system. Since it is not 
clock independent, this sequential watchdog is a failure to embedded system. It is rectified during this proposed system. 

DISADVANTAGES OF EXISTING SYSTEM: 

● Process is slow in this method.  

● Existing process utilized only one Self healing block which can be affected sometimes and can interrupt the 
scheduling process. 

● Data cannot be retrieved back in this method.  

3. PROPOSED SYSTEM 

In the proposed system SBI (Spare blocks interfacing) is utilized for scheduling the process more accurately and timely. 
The advantage of spare block is multiple choice multi tasking spare support during scheduling process. The spare blocks 
are interfaced in four directions so if there is any Trojan malfunction in process, the spare blocks will provide scheduling 
help by generating temporary storage space, spare data, or delay clock etc which obviously improve the performance of 
the FPGA configurations frame window and controller window. The architecture follows a windowed watchdog 
implementation, where the window periods can be configured by the software during initialization. A fail flag is raised 
when the watchdog timer expires and after a fixed amount of time from raising the flag, a reset is triggered. The time in-
between can be used by the software to store valuable debugging information to a non-volatile medium. 

ADVANTAGE 

• Since it has the window, it will detect faults immediately after the fault occurs, thus efficient than the existing 
system 

• SBI (Spare blocks interfacing) is utilized for scheduling the process more accurately and timely 

• Multiple choice multi tasking spare support during scheduling process 

 

The possible sets of window lengths are arrived based on the application and hard-coded in the design. These values 
can be selected by writing to the appropriate bits in the configuration register - SWLEN for the service window and 
FWLEN for the frame window - after power-on. In order to change the window lengths, the software will have to perform 
two successive writes to this register with data 0xAAAA and 0x5555.  Subsequent to writing the first pattern the second 
one must be written within 10 μs, after which the software gets a 10 μs period to modify the length configuration fields. If 
these timings are not strictly met, writes to these bits will remain disabled.  
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The service window is started when a high-to-low transition is detected on the INIT signal. The service window uses a 
derived clock (SWCLK) that is much slower than the SYSCLK. The slower clock helps in reducing the number of 
comparators required, thus minimizing the resource utilization in FPGA. The service window has an offset up/down 
counter that are clocked by the SYSCLK, and a main counter that runs at SWCLK. When the watchdog is correctly serviced, 
the counters in the service window stop immediately and the frame window starts.. The offset up counter here finds the 
offset between the termination of the service window and the next rising edge of the FWCLK. The frame window counters 
reset when a watchdog service operation occurs within the next service window duration, before the frame window 
expires. 

4. PROPOSEDBLOCK DIAGRAM WITH FAULT INJECTION BLOCK: 
 

 

Fig2. Fault injection block diagram 

The random numbers generated are injected into the program counter at random periods of time.  A random 
pulse is driven from a second PN sequence generator. This pulse controls a multiplexer whose output is connected to the 
Program counter. The inputs are either an incrementer or the random generator.  At all times the incrementer is selected 
as this is the normal operation of the system. Simultaneously the watchdog timer is running and a counter records the 
number of times the watchdog is able to detect the injected faults.  

 

Fig3. Random fault generator block diagram 
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5. IMPLEMENTATION OF FPGA IN SCHEDULING PROCESS  

 A behavioral description specifies the sequence of operations to be performed by the synthesized hardware. This 
description is compiled into an internal data representation such as the control/data flow graph (CDFG). Scheduling 
algorithms then partition the CDFG into sub graphs so that each sub graph is executed in one control step. Each control 
step corresponds to one state of the controlling finite-state machine. Within a control step, a separate functional unit is 
required to execute each operation assigned to that step. Thus, the total number of functional units required in a control 
step corresponds to the number of operations scheduled in it. The parameters pre-recorded, thus leading to watchdog 
fault if there is an overflow value range. Similarly in our proposed system, we find an efficient way to check our 
parameters individually, thus leading to windowed watchdog timer. Each window goes on checking with each parameter, 
thus leading to wdfail in each stage. 

 

Fig4. SCHEDULING  

6. RESULTS AND SIMULATION 

IF pressure, temp and heat values obtained from the sensor is subjected to test and maintain by watchdog, thus 
the terminal values of all three are maintained and processed, in windowless technique, if there is a parameter meeting its 
extreme me limit, wdfail = 0, thus watchdog making an interrupt request to processor, thus processor takes the action over 
it to reset. 

  

Fig7. Simulation of existing application of space launch vehicle 
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if there is no extreme limit met , then wdfail = 0; thus rstout = 0; 

 

DEVICE SUMMARY: 

 

CODE SIMULATION: 

 

FIG5. CODE FORMAT 
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PROPOSED SYSTEM: 

 

 

FIG 6. TEST BENCH WAVEFORM 

 
RTL SCHEMATIC: 
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DEVICE SUMMARY: 

 

 

6. CONCLUSION 
 

The Scheduling in FPGAs is increasingly being employed in modern real-time embedded systems, which often impose 
strict timeliness constraints. The existing system aims at tackling such a problem at runtime with a self-aware approach. 
The security module checks the course of the proceedings at each intermittent point of a schedule and on detecting a 
malicious environment heals the scenario and takes precautions to prevent similar malfunctions in future. In the proposed 
system SBI(Spare blocks interfacing) is utilized for scheduling the process more accurately and timely. The advantage of 
spare block is multiple choice multitasking spare support during scheduling process. The spare blocks are interfaced in 
four directions so if there is any Trojan malfunction in process. 
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