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Abstract - Sentiment analysis or opinion mining is the machine study of people’s opinions, sentiments, attitudes, and emotions 
expressed in communication. It is one in all the foremost active analysis areas in Natural language processing and text mining in 
recent years. Its popularity is mainly due to two reasons. First, it has a wide range of applications because opinions are central to 
almost all human activities and are key influencers of our behavior. Whenever we want to form a call, we would like to listen to 
other opinions. Second, it presents several difficult analysis issues, which had never been attempted before the year 2000. Part of 
the explanation for the dearth of study before was that there was very little narrow-minded text in digital forms. It is so no surprise 
that the origination and therefore the zoom of the sphere coincide with those of the social media on the net. In fact, the analysis has 
conjointly unfolded outside of engineering to management sciences and social sciences because of its importance to business and 
society as an entire. In this speech, I will start with the discussion of the mainstream sentiment analysis researched then move on to 
describe some recent work on modeling comments, discussions, and debates, which represents another quite analysis of sentiments 
and opinions. 
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1. INTRODUCTION  
 
From Sentiment classification, we can analyze the subjective data within the text and so mine the opinion. Sentiment analysis is    
that the procedure by that data is extracted from the opinions, appraisals, and emotions of individuals with reference to 
entities, events and their attributes. In deciding, the opinions of others have a major impact on customers ease, creating 
decisions with regards to on-line looking, selecting events, products, entities. The approaches of text sentiment analysis 
generally work a specific level like phrase, sentence or document level. This paper aims at analyzing an answer for the 
sentiment classification at a fine-grained level, specifically the sentence level during which polarity of the sentence may be 
given by three categories as positive, negative and neutral 

 

2. LITERATURE SURVEY 
 
To get a greater understanding and knowledge about Natural language processing I have read several papers. I have list some 
of the papers below with briefly. 
 
In Jyoti Yadav “A Review Of K- Mean Algorithm” et.al[1] This summarizes that  K-mean is the preferred partitional clustering 
methodology. The first algorithm will remove the requirement of specifying the value of k in advance practically which is very 
difficult. This algorithmic program leads to the best variety of cluster Second algorithmic program cut back complexity. Third 
algorithmic program use data structure that will be used to store information in every iteration which information will be 
employed in the next iteration. It increases the speed of clustering and cut back complexity.   
 
In Deepu S “A Framework For Text Analytics Using The BAG OF WORDS (BOW) Model for Prediction” et.al[2] This summarizes 

that The Bag of Words (BoW) model learns a vocabulary from all of the documents, then models every document by reckoning 

the number of times every word seems. The BoW model could be a simplifying illustration utilized in Natural Language 

Processing and information retrieval. BoW is employed in Computer Vision. In Computer Vision, the BoW model  is applied to 

image classification        

In Zahra Nazari “Document Clustering TF-IDF approach” et.al[3] This summarizes that A general definition of clustering is 

"organizing a bunch of objects that share similar characteristics". The purpose of clustering is organizing data into clusters. 

Such that there are high intra-cluster and low intercluster similarity. Hierarchical methods are commonly used for clustering in 

data mining problems. A hierarchical method can be subdivided as follows. 
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1) Agglomerative hierarchical clustering 
                 It is a bottom-up approach. 
2) Divisive hierarchical clustering 
                 It is a top-down approach. 
 
In Prafulla Bafina “A New Hierarchical Clustering Algorithm” et.al[4] This summarizes that  To reduce the terms some features 
selection technique should be used. TF-IDF technique is used which eliminates the most common terms and extracts only the 
most relevant term s from the corpus. Preprocessing is done by removing noisy data that can affect clustering results. 
Stopwords Removal and Stemming. Term Frequency-Inverse Document Frequency algorithm is used along with K-means and 
hierarchical algorithm 
 
In Kim “International Conference on Communication and Signal Processing” et.al[5], This summarizes that Sentiment analysis 
and text summarization uses natural language processing, machine learning, text analysis, statistical and linguistic knowledge 
to analyze, identify and extract information from documents. It is generally used to determine the emotions, sentiments, and 
summarization from large data and that information can be used to make some predictions. This work basically consists of two 
machine learning methods Naive Bayes Classifier and Support Vector Machines(SVM). 
 
 

 
 

Table -1: Sample Table format 
 

SR 

NO.  

TITLE  JOURNALS  APPROACHES & 

ALGORITHMS  

SUMMARY  

1  A REVIEW OF K- 
MEAN  

ALGORITHM  

IJETT  K-MEAN ALGORITHM  THE LIMITATIONS OF K-MEAN 

ALGORITHM AND IMPROVE THE SPEED 

AND EFFICIENCY OF K-MEAN ALGORITHM 

AND RESULT IN OPTIMAL NUMBER OF 

CLUSTER.  

2  A FRAMEWORK FOR  

TEXT  

ANALYTICS USING  

THE BAG OF  

INTERNATIONAL  

JOURNAL  

OF ADVANCED  

NETWORKING &  

BAG OF WORDS (BOW)  VERY RECENTLY, THE MODEL OF THE BAG 

OF WORDS HAS BECOME SO POPULAR IN 

ORDER TO PRODUCE ACCURATE 

PREDICTIONS OUT OF UNSTRUCTURED 
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WORDS (BOW)  

MODEL FOR  

PREDICTION  

APPLICATIONS  

(IJANA)  
TEXT DATA.   

3  DOCUMENT  

CLUSTERING:  

TF-IDF APPROACH  

ICEEOT  TFIDF VECTORIZER  THE NEED IS TO CLASSIFY  THE  SET  OF 

DOCUMENTS ACCORDING TO THE TYPE.  

4  A NEW  

HIERARCHICAL  

CLUSTERING  

ALGORITHM  

INSTITUTE OF  

ELECTRICAL  
AND  

ELECTRONICS  

ENGINEERS    

HIERARCHICAL CLUSTERING  

HIERARCHICAL CLUSTERING IS A METHOD 

OF CLUSTER ANALYSIS WHICH SEEKS TO 

BUILD A HIERARCHY OF  

CLUSTERS.  

5  INTERNATIONAL  

CONFERENCE ON  

COMMUNICATION  
AND  

SIGNAL PROCESSING  

INTERNATIONAL  

CONFERENCE ON  

COMMUNICATION  
AND  

SIGNAL  

PROCESSING  

NAIVE BAYES AND SVM  IT IS GENERALLY USED TO  

DETERMINE THE EMOTIONS,  
                        SENTIMENTS AND  

SUMMARIZATION FROM  
LARGE DATA AND THAT INFORMATION 

CAN BE USED TO MAKE SOME 

PREDICTIONS.  

 

3. CONCLUSION 
 
In this paper, we tried to report various techniques for detection and rendering of data. We get to know various methods for 

Natural Language Processing and Machine Learning Algorithms. We get to know how to do data preprocessing and data 

cleaning. We learned how to apply Machine Learning Algorithms.  
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