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Abstract - Now-a-days the most commonly used technology is cloud computing. To store large amount of data we go for cloud. 

In cloud we have security and storage. The cloud policy is “pay as you go” which means for the storage space which we use we have 

to pay for that. So that before using the services of cloud we can detect the performance of different clouds and use the cloud that 

gives the best performance.  Roots is a system for performance anomaly detection and bottleneck identification in cloud Platform-

as-a-Service (PaaS) systems. Roots monitor application performance of PaaS clouds, and relieves the developers from having to 

instrument application code. Roots track HTTP/S requests to hosted cloud applications and their use of PaaS services. Roots 

process this data in the background using multiple statistical techniques that in combination detect performance anomalies (i.e. 

violations of service-level objectives). For each anomaly, Roots determines whether it was caused by a change in the request 

workload or by a performance bottleneck. By collecting data across different layers of the PaaS, Roots is able to trace high-level 

performance anomalies to bottlenecks in specific components in the cloud platform.  
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1. INTRODUCTION  
 
Cloud computing is a popular approach for deploying applications at scale .This wide     spread adoption of cloud computing, 
particularly for deploying web applications, is facilitated by ever-deepening software abstractions. These abstractions elide the 
complexity necessary to enable scale, while making application development easier and faster. But they also obscure the 
runtime details of cloud applications, making the diagnosis of performance problems challenging. Therefore, the rapid 
expansion of cloud technologies combined with their increasing opacity has intensified the need for new techniques to monitor 
applications deployed in cloud platforms.  

Application developers and cloud administrators generally wish to monitor application performance, detect anomalies, and 
identify bottlenecks. However, most cloud technologies available today do not provide adequate application monitoring 
support. Cloud administrators must therefore trust the application developers to implement necessary instrumentation at the 
application level. This typically entails using third party, external monitoring software which significantly increases the effort 
and financial cost of maintaining applications. Developers must also ensure that their instrumentation is both correct, and does 
not degrade application performance. 

Multitenancy Roots facilitates configuring monitoring policies at the granularity of individual applications. Users can employ 
different statistical analysis methods to process the monitoring data in ways that are most suitable for their applications. 
Complex application architecture Roots collects data from the entire cloud stack (load balancers, app servers, built-in PaaS 
services etc.). It correlates data gathered from different parts of the cloud platform, and performs system wide bottleneck 
identification. Autonomy Roots detects performance anomalies online without manual intervention. When Roots detects a 
problem, it attempts to automatically identify the root cause by analyzing available workload and service invocation data. 

2. EXISTING SYSTEM: 

Application developers and cloud administrators generally wish to monitor application performance, detect anomalies, and 
identify bottlenecks. To obtain this level of operational insight into cloud-hosted applications, the cloud platforms must support 
data gathering and analysis capabilities that span the entire software stack of the cloud. However, most cloud technologies 
available today do not provide adequate application monitoring support. Cloud administrators must therefore trust the 
application developers to implement necessary instrumentation at the application level. This typically entails using third party, 
external monitoring software which significantly increases the effort and financial cost of maintaining applications. Developers 
must also ensure that their instrumentation is both correct, and does not degrade application performance. Nevertheless, since 
the applications depend on extant cloud services (e.g. scalable database services, scalable in-memory caching services, etc.) that 
are performance opaque, it is often difficult, if not impossible to diagnose the “root cause” of a performance problem using such 
extrinsic forms of monitoring. 
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2.1. DRAWBACKS OF EXISTING SYSTEM: 

There are some drawbacks are present in cloud platform applications. They are, 

1. Financial cost of maintaining and instrumentation of application is high. 

2. It is difficult to maintain. 

3. Security is less by using the third party(application developers). 

3. PROPOSED SYSTEM: 

In this project we develop a full-stack, Application Performance Monitor (APM) called Roots , as a cloud Platform-as-a-Service 
(PaaS) extension. PaaS clouds provide a set of managed services which developers compose into applications, via high-level 
interfaces (i.e., defined and exported via a Software Development Kit (SDKs)). We design Roots as another PaaS service so that 
it can be managed automatically and directly capture events and performance data across the PaaS without requiring 
application code instrumentation. 

ADVANTAGES OF PROPOSED DATA: 

The following are the advantages of proposed system by overcoming the drawbacks of existing system. These are as follows, 

1. Financial cost of maintaining application is less. 

2. It is easy to maintain. 

3. Security is high using the roots system built in service of PaaS. 

4. SYSTEM ARCHITECTURE: 

 
Fig 1-Detecting performance of clouds by uploading files 

5. MODULES: 

The main modules present in this paper are as follows, these plays major roles in this system. 

1. Data Owner 

2. Cloud Server 

3. User 

4. Admin 
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1. Data Owner 

In this module first register with valid details after completing registration login with username and password then home 

page will appear. With the approval of cloud then upload a file in different clouds and identify the best performance cloud.  

2. Cloud Server: 

In this module first login with valid details. In this we can view how many owners are registered, owners requests for files 

uploaded in particular cloud. If cloud accepts the request then owner can upload a data in particular clouds. If the user 

send a request to download the file then the cloud server will send the request to admin. In cloud the data is in encrypted 

format. The cloud can view the files which are present in it. 

3. User 

In this module the user register with valid details after completing registration login with username and password and 

password then the home page will appear. The user can view files if the user want to download any file he can download by 

sending request to the cloud. After the admin accepts the request user can download the file. 

4. Admin 

In this module the admin login using username and password the admin can view the requests send by the cloud if the admin 

accepts the request than the user can download the files.     

6. RESULTS: 
Result 1: 

 

Result 2: 
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Result 3: 

 

Result 4: 

 

Result 5: 
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7. CONCLUSION 

In this Roots analysis, an efficient and accurate monitoring framework for applications deployed in a PaaS cloud. A root is 

designed to function as a curated service built into the cloud platform. It relieves the application developers from having to 

configure their own monitoring solutions, or instrument application code. Roots captures runtime data from all the different 

layers involved in processing application requests. It correlates events across PaaS layers and identifies bottlenecks across the 

PaaS stack. Roots monitor applications for compliance with service level objectives (SLOs) and detects anomalies via SLO 

violations. When Roots detects an anomaly, it analyzes workload data and application runtime data to perform root cause 

analysis. A root is able to determine whether a particular anomaly was caused by a change in the application workload, or due 

to a bottleneck in the cloud platform. Our workload change point detection algorithm distinguishes between different paths of 

execution though an application. Our bottleneck identification algorithm uses a combination of linear regression, quantile 

analysis, and change point detection to identify the PaaS service that is the most likely cause of the anomaly. 
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