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Abstract - This paper proposes a Reversible Data Hiding (RDH) on video frames that uses a new predictor named as Matched 
Neighbour Predictor (MNP). Inspired by the Prediction Error Expansion technique (PEE), the Matched Neighbour Predictor is 
proposed. In prediction error expansion technique, a predicted image is estimated from the host image and the prediction error is 
estimated by obtaining the difference between the host image and the predicted image. In the proposed MNP technique the 
predicted image is estimated by choosing three consecutive frames of the video. The distortion between first/third frame and 
second frame is used to check whether the data can be embedded or not. The proposed method produces a low prediction error 
compared to traditional predictor and the data is embedded by expanding the prediction error. The performance of the proposed 
algorithm was measured using the metrics such as embedding rate (bpp) and PSNR (Peak signal to noise ratio). 

Index Terms— Embedding rate, Prediction Error Expansion, Reversible Data Hiding, Video frames 

1. Introduction 

   Data hiding [1]-[5] is a technique that conceals the data into the cover media such as image, video etc. In order to recover the 
cover media and hidden information reversible data hiding are commonly used. This data hiding technique is used in many 
applications such as copyright protection, medical imaging and military applications. Several researches are done on RDH 
which includes the popular state-of-art such as difference expansion, prediction error and histogram shifting. The histogram 
shifting [6] method estimates the histogram and it estimates the intensity to hide the data. The histograms to the left of bin are 
shifted to the left to embed the data. In difference expansion a pair of pixel is chosen and the difference between the pixels of 
the pair is used to embed the data. The quality of image highly reduces if the difference is large for more number of pairs.  

    The prediction error expansion technique initially estimates a predicted image from the host image, and the difference 
between the predicted image and host image gives the prediction error. The data is embedded by the expansion of prediction 
error. Several RDH algorithm [7]-[10] have been proposed using the prediction errors, to achieve better performance. Since 
color is a powerful visual descriptors, there are several data embedding algorithms in color space that includes three-color-
channel based algorithms [11]-[12], chrominance based algorithm [13]-[14] and luminance based algorithms [15]-[16]. It is not 
possible to recover the host color image from the marked color image in these algorithms. In order to achieve the property of 
reversibility, researches started to work on prediction error that has sharper histograms and thereby reducing the total 
distortion. After embedding the data, the color marked image appears to be a noisy image when comparing the host image. 

    In [17] Zhang et al proposed a Reversible data hiding with Gray scale invariance. This method satisfies the property of gray 
scale invariance. i.e. the gray scale version of RGB image before and after embedding remains the same. This method uses R and 
B channel to embed the data while green channel is used for adjustment to satisfy the property of gray scale invariance. This 
method predicts the predicted image using a new predictor from which the prediction error is estimated by obtaining the 
difference between the host image and predicted image. The data is embedded on the prediction error by expanding it. After 
embedding the data the green channel is adjusted to maintain the original gray version. Similar to data embedding, the data 
extraction algorithm initially extracts the data from the R and B channel. The original R and B channels are then reconstructed 
form the marked R and B channels. Finally the G channel is readjusted to obtain the original host image.   

    The rest of the paper is constructed as follows section II shows the proposed RDH algorithm on video. Section III shows the 
experimental results and analysis of the proposed RDH algorithm and finally section IV depicts the conclusion of the proposed 
work.  

I. Proposed RDH Algorithm 

The proposed reversible data hiding on video was derived from the prediction error expansion technique. Let  represents 

the binary message to embed on the video. Let   represent the prediction errors. Let  represent the pixels of predicted 

 
 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 06 Issue: 03 | Mar 2019                   www.irjet.net                                                                    p-ISSN: 2395-0072 

 

© 2019, IRJET       |       Impact Factor value: 7.211       |       ISO 9001:2008 Certified Journal       |     Page 1077 
 
 
 

image,  represents the pixels of host image. The prediction error can be estimated from the host image and predicted image 

as, 

            (1) 

    where  represents the position of pixel. The proposed Reversible data hiding algorithm has two major modules such as 

(a) Data Embedding and (b) Data Extraction 

A. Data Embedding 

    Fig 1 shows the block diagram of the proposed data embedding algorithm, where it uses frame 2 as reference frame for 
estimating the prediction error and frame 1 and  3 is used for embedding the data. 

 

Fig. 1. Block diagram of Proposed Data embedding 

 Let    represents any three consecutive frames of a video, where each frame has  components 

represented by, ,  and  

    The predicted image is estimated for frame 1 and frame 3 by using frame 2 as reference frame. Fig 2 shows the estimation of 
predicted image during data embedding by keeping frame 2 as reference frame. The predicted image of red component of 
frame 1 is calculated using matched neighbour predictor (MNP) as follows, 

 

Fig. 2. Estimation of predicted image during data embedding 

    Let  represents a distortion threshold. The prediction image is chosen if the distortion  is less than the distortion 

threshold   ie. . 

        (2) 

    If the distortion  is less than the distortion threshold  ie  then the predicted image of  is . If the 

distortion  is greater than or equal to the distortion threshold  ie  then the pixel  should not be used for 

embedding. Let  represents the predicted image of . Similarly the predicted images of green and blue channels are 

estimated. Let  represents the predicted image of green and blue channels  and  respectively. 
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              (3) 

    Similarly the predicted image of third frame is estimated by keeping frame 2 as reference frame. Let the predicted image of 
third frame is represented as, 

              (4) 

The prediction error of frame 1 is calculated as, 

                    (5) 

The prediction error of frame 3 is calculated as, 

                        (6) 

    The data 1 is embedded on the prediction error  and the data 2 is embedded on the prediction error . Let  represents 

the set of data to be embedded on  (i.e. data 1) and  be the set of data to be embedded on  (i.e. data 2). The modified 

prediction error after embedding the data on two frames will be, 

                       (7) 

                       (8) 

    The first frame after embedding (marked video frame 1) will be, 

                       (9) 

Similarly the third frame after embedding will be, 

                                               (10) 

    The second marked video frame is same as that of second host video frame. 

                               (11) 

B. Data Extraction 

 

Fig . 3. Estimation of predicted image during data extraction 

Fig 4 shows the block diagram of the proposed data extraction algorithm. The data extraction process is similar to data 
embedding. Fig 3 shows the estimation of predicted image during data extraction. 
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Fig. 4. Block diagram of Proposed Data extraction 

    Let  represents the three consecutive marked video frames represented as, ,  

and . 

    Similar to data embedding, the predicted image for frame 1 and frame 3 can be estimated by keeping frame 2 as reference 
frame. The distortion  can be calculated using (2). If  is less than the distortion  then data is available in the location 

. If  is greater than the distortion threshold  then the data is not available in the location . Let  and  

represents the predicted image frames of marked frame  and  respectively. The modified prediction errors of marked 

frame1 and frame3 can be estimated as, 

                (12) 

                     (13) 

    From the modified prediction errors data 1 can be recovered using,  

       (14) 

    Similarly, the data 2 can be recovered using.  

                (15)  

     From the modified prediction errors  and  the prediction errors  and  can be calculated as, 

                  (16)  

                       

 (17) 

    where  represent the floor operation. From the prediction errors, the host video frame 1 and frame 3 can be recovered as, 

                (18) 

              (19) 

    The second frame  will be same as that of marked video frame  (i.e. ) 

III. Experimental Results 

    The simulation of the proposed work was done using MATLAB and the performance of the proposed work was tested using 
two ‘video 1’ and ‘video 2’ each having  frames. The frame size of each videos are . Fig 5 shows the frame of 
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video 1 and video 2. A   bit gray scale image Lena, Barbara and Baboon are used as data which is shown in fig (6). 

The performance of the proposed method was analysed using the metrics such as embedding rate and PSNR. 

   

(a)                         (b)                          (c) 

   

(d)                         (e)                          (e) 

Fig. 5. Three consecutive frames of video 1 and video 2  (a)-(c) frame 1, frame 2 and frame 3 of video 1 (d)-(e) frame 1, 
frame 2 and frame 3 of video 2 

 

(a)                         (b)                         (c) 

Fig 6: Secret images (a) Lena (b) Barbara (c) Baboon 

    The embedding rate can be calculated using, 

            (20) 

    where  is the embedding capacity i.e. number of bits to be hidden,  is the frame size and  is the total number of 

frames required to hide  bits. The PSNR between host frame and marked frame for the proposed method was calculated using 

the relation, 

           (21) 

where,  

 

    where  represents the host video frame and  represents the marked video frame of .  
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(a) (b) 

  

(c)                  (d) 

Fig 7: Marked video frames for the secret image Lena (a)-(b) frames 1 and 3 for video 1 (c)-(d) frames 1 and 3 for video 2 

  

(a) (b) 

  

(c)                  (d) 

Fig 8: Marked video frames for the secret image Barbara (a)-(b) frames 1 and 3 for video 1 (c)-(d) frames 1 and 3 for video 
2 

  

(a) (b) 

  

(c)                        (d) 

Fig 9: Marked video frames for the secret image Baboon (a)-(b) frames 1 and 3 for video 1 (c)-(d) frames 1 and 3 for video 
2 
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    Fig 7, fig 8 fig 9 shows the marked video frames 1 and 3 for two videos, video 1 and video 2 with different secret images like 
Lena, Barbara and Baboon. The performance of the proposed method was compared with the traditional Zhang et. al method 
[17]. Table 1 shows the Capacity, embedding rate (bpp) and PSNR of one frame for the proposed RDH algorithm.  

TABLE 1: Capacity, Embedding Rate And PSNR Measurement 

Secret 
images 

Metrics Proposed RDH Zhang et al [17] 
Video 1 Video 2 Video 1 Video 2 

Lena 
Capacity 127548 129924 126810 129150 
bpp 0.1621 0.1652 0.1612 0.1642 
PSNR(dB) 35.52 35.57 33.06 33.21 

Barbara 
Capacity 127548 129924 126810 129150 
bpp 0.1621 0.1652 0.1612 0.1642 
PSNR(dB) 35.63 35.44 33.34 33.18 

Baboon 
Capacity 127548 129924 126810 129150 
bpp 0.1621 0.1652 0.1612 0.1642 
PSNR(dB) 35.72 35.52 33.47 33.09 

 

 

(a) 

 

(b) 
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(c) 

Fig 10: PSNR comparison of Proposed and Zhang et.al method (a) Secret image ‘Lena’ (b) Secret image ‘Barbara’ (c) Secret 
image ‘Baboon’ 

The capacity and embedding rate of the proposed method was slightly greater than the traditional Zhang et. al method 
[17]. But the PSNR of the proposed method was around 2dB greater than the Zhang et. al method. Fig 10 shows the graphical 
comparison of proposed method and Zhang et.al method on two test videos ‘Video 1’ and ‘Video 2’. For a particular video frame, 
the PSNR slightly changes for change in secret image. The next section shows the Conclusion of the proposed work. 

IV. Conclusion 

    This paper proposed a Reversible data hiding on video frames using Matched Neighbour Predictor (MNP). The MNP predictor 
chooses three consecutive frames and select second frame as reference frame. The distortion is measured between first/third 
frame and second frame. The distortion level will decide whether the data can be embedded in the centre pixel or not. If the 
distortion is greater than the threshold, then data cannot be embedded in the centre of the neighbourhood. The proposed 
algorithm was implemented using MATLAB and the performance was verified using the metrics such as embedding rate and 
PSNR. The proposed method provides a high quality marked video frames when compared to the traditional Zhang et. al 
method. i.e. the proposed method provides a PSNR 2dB greater than the conventional Zhang et. al method. 
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