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Abstract - In the present generation, the social life of 
everyone has become associated with online social networks. 
These sites have made a drastic change in the way we pursue 
our social life. Making friends and keeping in contact with 
them and their updates has become easier. But with their 
rapid growth, many problems like fake profiles, online 
impersonation have also grown. There are no feasible 
solutions exist to control these problems. In this paper, I came 
up with a framework with which the automatic identification 
of fake profiles is possible and is efficient. This framework uses 
classification techniques like Random Forest Classifier to 
classify the profiles into fake or genuine classes. As this is an 
automatic detection method, it can be applied easily by online 
social networks that have millions of profiles whose profiles 
cannot be examined manually. 
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1. INTRODUCTION 

 Social networking site is a website where each user has a 
profile and can keep in contact with friends, share their 
updates, meet new people who have the same interests. 
These Online Social Networks (OSN) use web2.0 technology, 
which allows users to interact with each other. Social 
networking sites are growing rapidly and changing the way 
people keep in contact with each other. The online 
communities bring people with the same interests together 
which makes users easier to make new friends.  

1.1. History  

These social networking sites starting with 
http://www.sixdegrees.com in 1997 then came 
http://www.makeoutclub.com in 2000. Sixdegrees.com 
couldn’t survive much and closed very soon but new sites 
like myspace, LinkedIn, Bebo became successful and 
Facebook was launched in 2004 and presently it is the 
largest social networking site in the world.  

1.2. Social Impact  

In the present generation, the social life of everyone has 
become associated with online social networks. These sites 
have made a drastic change in the way we pursue our social 
life. Adding new friends and keeping in contact with them 
and their updates has become easier. Online social networks 
have an impact on science, education, grassroots organizing, 
employment, business, etc. Researchers have been studying 
these online social networks to see the impact they make on 

the people. Teachers can teach the students easily through 
this making a friendly environment for the students to study, 
teachers nowadays teachers are getting themselves familiar 
with these sites bringing online classroom pages, giving 
homework, making discussions, etc. which improves 
education a lot. The employers can use these social 
networking sites to employ the people who are talented and 
interested in the work, their background check can be done 
easily using this. Most of the OSN is free but some charge the 
membership fee and uses this for business purposes and the 
rest of them raise money by using the advertising. This can 
be used by the government to get the opinions of the public 
quickly. The examples of these social networking sites  are 
sixdegrees.com, The Sphere, Nexopia which is used in 
Canada, Bebo, Hi5, Facebook, MySpace, Twitter, LinkedIn, 
Google+, Orkut, Tuenti used in Spain, Nasza-Klasa in Poland, 
Cyworld mostly used in Asia, etc. are some of the popular 
social networking sites.  

2. Objective  

In today’s online social networks there have been a lot of 
problems like fake profiles, online impersonation, etc. To 
date, no one has come up with a feasible solution to these 
problems. In this project, I intend to give a framework with 
which the automatic detection of fake profiles can be done so 
that the social life of people become secured and by using 
this automatic detection technique we can make it easier for 
the sites to manage the huge number of profiles, which can’t 
be done manually. 

3. LITERATURE SURVEY 

 Various fake record recognition methodologies depend on 
the investigation of individual interpersonal organization 
profiles, with the point of distinguishing the qualities or a 
combination thereof that help in recognizing the legitimate 
and the fake records. In particular, various features are 
extracted from the profiles and posts, and after that Machine 
learning algorithms are used so as to construct a classifier 
equipped for recognizing fake records.  

For instance, Nazir et al. (2010) [1] describes recognizing 
and describing phantom profiles in online social gaming 
applications. The article analyses a Facebook application, the 
online game “Fighters club”, known to provide incentives 
and gaming advantage to those users who invite their peers 
into the game. The authors contend that by giving such 
impetuses the game motivates its players to make fake 
profiles. By presenting those fake profiles into the game, the 
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user would increase a motivating force of an incentive for 
him/herself.  

Adikari and Dutta (2014) [2] depict recognizable proof of 
fake profiles on LinkedIn. The paper demonstrates that fake 
profiles can be recognized with 84% exactness and 2.44% 
false negative, utilizing constrained profile information as 
input. Techniques, for example, neural networks, SVMs, and 
Principal component analysis are applied. Among others, 
highlights, for example, the number of languages spoken, 
training, abilities, suggestions, interests, and awards are 
utilized. Qualities of profiles, known to be fake, posted on 
uncommon sites are utilized as a ground truth. 

Chu et al. (2010) [3] go for separating Twitter accounts 
operated by humans, bots, or cyborgs (i.e., bots and people 
working in concert). As a part of the detection problem 
formulation, the Identification of spamming records is 
acknowledged with the assistance of an Orthogonal Sparse 
Bigram (OSB) text classifier that uses pairs of words as 
features. 

Stringhini et al. (2013) [4] analyze Twitter supporter 
markets. They describe the qualities of Twitter devotee 

advertises and group the clients of the business sectors. The 
authors argue that there are two major kinds of accounts who 
pursue the “client”: fake accounts(“sybils”), and compromised 
accounts, proprietors of which don’t presume that their 
followers rundown is expanding. Clients of adherent markets 
might be famous people or legislators, meaning to give the 
appearance of having a bigger fan base, or might be 
cybercriminals, going for making their record look 
progressively authentic, so they can rapidly spread malware 
what’s more, spam. Thomas et al. (2013) [5] examine black 
market accounts utilized for distributing Twitter spam. 

De Cristofaro et al. (2014) [6] investigate Facebook like 
cultivates by conveying honeypot pages. Viswanath et al. 
(2014) [7] identify black market Facebook records based on 
the examination of anomalies in their like behavior. Farooqi 
et al. (2015) 

[6] explore two black hat online commercial centers, SEO 
Clerks and My Cheap Jobs. Fayazi et al. (2015) think about 
manipulation in the online review. 

 

Table 1: Profile-based methods for Identifying Social Media Accounts 
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4. PROPOSED FRAMEWORK 

4. 1. Overview  

Each profile (or account) in a social network contains lots of 
information such as gender, no. of friends, no. of comments, 
education, work, etc. Some of this information is private and 
some are public. Since private information is not accessible 
so, we have used only the information that is public to 
determine the fake profiles in the social network. However, if 
our proposed scheme is used by the social networking 
companies itself then they can use the private information of 
the profiles for detection without violating any privacy 
issues. We have considered this information as features of a 
profile for the classification of fake and real profiles. The 
steps that we have followed for the identification of fake 
profiles are as follows.  

1. First, all the features are selected on which the 
classification algorithm is applied. Proper care should be 
taken while choosing features such as features that should 
not be dependent on other features and those features 
should be chosen which can increase the efficiency of the 
classification.  

2. After proper selection of attributes, the dataset of 
previously identified fake and real profiles are needed for 
the training purpose of the classification algorithm. We have 
made the real profile dataset whereas the fake profile 
dataset is provided by the Barracuda Labs, a privately held 
company providing security, networking and storage 
solutions based on network appliances and cloud services.  

3. The attributes selected in step 1 are needed to be 
extracted from the profiles (fake and genuine). For the social 
networking companies which want to implement our 
scheme don’t need to follow the scrapping process, they can 
easily extract the features from their database. We applied to 
scrap off the profiles since no social network dataset is 
available publicly for the research purpose of detecting the 
fake profiles.  

4. After this, the dataset of fake and real profiles are 
prepared. From this dataset, 80% of both profiles (real and 
fake) are used to prepare a training dataset and 20% of both 
profiles are used to prepare a testing dataset. We find the 
efficiency of the classification algorithm using the training 
dataset containing 922 profiles and a testing dataset 
containing 240 profiles.  

5. After the preparation of the training and the testing 
dataset, the training dataset is feed to the classification 
algorithm. It learns from the training algorithm and is 
expected to give correct class levels for the testing dataset.  

6. The levels from the testing dataset are removed and are 
left for determination by the trained classifier. The efficiency 
of the classifier is calculated by calculating the no. of correct 
predictions divided by total no. of predictions. We have used 

three classification algorithms and have compared the 
efficiency of the classification of these algorithms.  

4.2 Proposed framework  

The proposed framework in figure 1 shows the sequence of 
processes that need to be followed for continues detection of 
fake profiles with active learning from the feedback of the 
result given by the classification algorithm. This framework 
can easily be implemented by social networking companies.  

1. The detection process starts with the selection of the 
profile that needs to be tested.  

2. After the selection of the profile, the suitable attributes 
(i.e. features) are selected on which the classification 
algorithm is implemented.  

3. The attributes extracted is passed to the trained 
classifier. The classifier gets trained regularly as new 
training data is feed into the classifier.  

4. The classifier determines whether the profile is fake or 
genuine.  

5. The classifier may not be 100% accurate in classifying 
the profile so; the feedback of the result is given back to 
the classifier.  

6. This process repeats and as the time proceeds, the no. of 
training data increases and the classifier becomes more 
and more accurate in predicting the fake profiles.  

 

Figure 1: Framework for Identification of fake profiles 

4.3 Classification  

Classification is the process of learning a target function f 
that maps each record, X consisting of a set of attributes to 
one of the predefined class labels, Y. A classification 
technique is an approach of building classification models 
from an input data set. 
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Figure 2: General approach for building a classification 
model 

This technique uses a learning algorithm to identify a model 
that best fits the relationship between the attribute set and a 
class label of the training set.  

Figure 2 shows the general approach for building a 
classification model. The model generated by the learning 
algorithm should both fit the input data correctly and 
correctly predict the class labels of the test set with as high 
accuracy as possible. The key objective of the learning 
algorithm is to build the model with good generality 
capability.  

The classifier that I have implemented for classifying the 
profiles is Random Forest.  

4.4. Random Forest  

Random forest is a supervised learning algorithm that is 
used for both classifications as well as regression. But 
however, it is mainly used for classification problems. As we 
know that a forest is made up of trees and more trees mean 
more robust forests. Similarly, the random forest algorithm 
creates decision trees on data samples and then gets the 
prediction from each of them and finally selects the best 
solution by means of voting. It is an ensemble method that is 
better than a single decision tree because it reduces the 
over-fitting by averaging the result.  

We can understand the working of the Random Forest 
algorithm with the help of following steps:  

Step 1 − First, start with the selection of random samples 
from a given dataset.  

Step 2 − Next, this algorithm will construct a decision tree 
for every sample. Then it will get the prediction result from 
every decision tree.  

Step 3 − In this step, voting will be performed for every 
predicted result.  

Step 4 − At last, select the most voted prediction result as 
the final prediction result.  

Figure 3 will illustrate its working : 

 

Figure 3: working of Random Forest 

5. IMPLEMENTATION  

5.1. Dataset  

We needed a dataset of fake and genuine profiles. Various 
attributes included in the dataset are a number of friends, 
followers, status count. Dataset is divided into training and 
testing data. Classification algorithms are trained using a 
training dataset and the testing dataset is used to determine 
the efficiency of the algorithm. From the dataset used, 80% 
of both profiles (genuine and fake) are used to prepare a 
training dataset and 20% of both profiles are used to 
prepare a testing dataset.  

5.2. Attributes Considered  

Table 2 shows the Attributes considered for fake profile 
identification and the description for each of the attributes is 
provided.  

Table 2: Attributes Considered for the fake profile 
Identification 
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5.3. Evaluation Parameters  

Efficiency/Accuracy = Number of predictions/Total  

Number of Predictions Percent Error = (1-Accuracy)*100  

Confusion Matrix - Confusion Matrix is a technique for 
summarizing the performance of a classification algorithm. 
Calculating a confusion matrix can give you a better idea of 
what your classification model is getting right and what 
types of errors it is making.  

TPR- True Positive Rate TPR=TP/(TP+FN)  

FPR- False Positive Rate FPR=FP/(FP+TN)  

TNR- True Negative Rate TNR=TN/(FP+TN)  

FNR- False Negative Rate FNR=1-TPR  

Recall- How many of the true positives were recalled 
(found), i.e. how many of the correct hits were also found.  

Recall = TP / (TP+FN)  

Precision- Precision is how many of the returned hits were 
true positive i.e. how many of the found were correct hits.  

Precision = TP / (TP + FP)  

F1 score- F1 score is a measure of a test's accuracy. It 
considers both the precision p and the recall r of the test to 
compute the score.  

ROC Curve- The Receiver Operating Characteristic is the plot 
of TPR versus FPR. ROC can be used to compare the 
performances of different classifiers. 

6. RESULTS 

 

Figure 4: Confusion Matrix 

 

Figure 5: Normalized Confusion Matrix 

 

Figure 6: Classification Report 

 

                                  Figure 5.4: ROC curve  

The efficiency of the Random Forest Classifier in     classifying 
data is 95%. We have taken 80% of the data for the training 
dataset and 20% for the testing dataset. 

7. CONCLUSION 

We have given a framework using which we can identify fake 
profiles in any online social network by using Random Forest 
Classifier with a very high efficiency as high as around 95%. 
Fake profile Identification can be improved by applying NLP 
techniques and Neural Networks to process the posts and the 
profiles. In the future, we wish to classify profiles by taking 
profile pictures as one of the features. 
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