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Abstract - The general idea to achieve error detection and 
correction is to add some extra bit to an original message, in 
which the receiver can use to check the flexibility of the 
message which has been delivered, and to recover the noisy 
data. Turbo code is one of the forward error correction 
method, which is able to achieve the channel capacity, with 
nearer Shannon limit, encoding and decoding of text and 
images are performed. Methods and the working have been 
explained in this paper. The error has also introduced and 
detection and correction of errors have been achieved. 
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1. INTRODUCTION  
 

A Turbo code is a new technique, which is 
introduced for the burst error and which is also designed for 
the forward error correction in the year 1993, turbo coding 
was introduced by Berrou. Turbo coding is one of the best 
error correction techniques, in channel coding. This has 
made a great effect. It performs better than all other coding 
schemes which can be able to achieve the near Shannon limit 
up to 0.7dB [1]. 

Turbo codes are designed in such a way that an 
interleaver is used between the two encoders which are 
connected parallelly, as shown in figure 1. The presence of 
an interleaver will be used to generate very large codeword 
length with good performance, at low SNRs. And even which 
are possible to achieve the Shannon limit which is nearly 
equals to 0.7 dB. The turbo encoders are formed with the 
help of a two RSC encoders in which they are separated by 
an interleaver, of length N. The RSC encoders used are 
systematic as the input bit will also occur at the output 
which will generates N-information bits as the inputs are 
followed by the parity bits [3]. 
 

The use of Turbo codes helps to increase the 
efficiency of the data transmission in communication 
systems. Nowadays Turbo codes are used in several 
spacecraft, and also it is used in UMTS and LTE for high 
speed communication [2]. Good communication is possible 
at the power controlled system communication channels at  
close to Shannon’s limit. The aim of channel coding is to 
Convert the data to code, that means the information sent 
over a communication channel. Errors get detected and 
corrected even in the presence of noise.  
 
 

II. RELATED WORK 
  
 The turbo codes first introduced in a paper by 
Berrou, Glavieux and Thitimajshima [1, 2] presented in IEEE 
conference on communication in which they have given the 
basic ideas about the turbo codes. It is further explained in 
[3, 4] by Berrou, Claude and Michael Peleg, Ran Ginnsar 
explained about new classes of convolutional codes they can 
be called as turbo codes and the results are shown in terms 
of BER and also on Shannon limit. In [5, 8] Decoding is based 
on iterative process, for large interleaving size, it takes help 
from its previous value, in which it has done by the 
simulation. In [9, 11] Benedetto and Montorsi provides 
theoretical explanation for the performance of the codes. 
Later, Hagenauer was responsible for improving of the 
benefits of iterative decoding. In all papers they have tried to 
improve the performance of the turbo codes. 

In this paper, taken the necessary information and 
tried to achieve better performance for encoding and 
decoding and for encoder used two convolutional code in 
which they are able to correct more number of errors in one 
encoder and some in other. So, it takes less time to get 
corrected. For decoding, it verifies with many algorithms like 
MAP, Log-MAP and Max-Log MAP, in which Max-Log-MAP 
gives better performance which is explained clearly in the 
decoding process, and also it gets similar result using Viterbi 
algorithm. But here, used Max-Log-MAP algorithm, for the 
decoding purpose. The decoder will also take a help of trellis 
implementation. The error location has been shown in this, 
so by that the errors are easily recognized, and get corrected 
at the iterative decoding. After some fixed number of 
iterations it is possible to give the appropriate output. In 
which the output has been shown with BER and SNR ratio, as 
shown in the graph, at the result. It is able to achieve BER up 
to 10^-5 which means large number of errors get corrected, 
by achieving SNR within 1 dB.  The same method can also 
apply for the audio and video error correction. 
 
III.STRUCTURE AND ALGORITHM FOR THE TURBO 
CODES BASED ENCODING AND DECODING 

3.1 Encoding Process 

In the encoding process of the turbo codes, the two 
main components used in the turbo encoding are an 
interleaver and two recursive systematic convolutional 
(RSC) encoders as shown in the figure 1. By looking at the 
figure, the coding rate of the RSC is 1/2, the length will be K, 
the memory of the convolutional encoder will be equal to 
M=K-1, as the two RSC encoders are used which are able to 
achieve higher speed and also consumes less time. The 
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generators of the two RSC encoders are G1 = 
[ , ,... ] and G2=[ , …, ] respectively, 

then the outputs of the kth input bit are: 

                        =                                     (1) 

            =  mod 2              (2) 

            =   mod 2               (3) 

 

Fig. 1: Structure of Normal Turbo Encoder 

            Turbo Codes are formed from parallelly connected two 
codes in which the encoders are separated by an interleaver. 
Both the encoders used in this are similar. The two encoders 
used are the recursive systematic convolutional codes, in 
which the interleaver is fixed in the middle and will read the 
input bits in a pseudo-random order. The encoding process 
is performed at the rate r=1/2, the encoders are also called 
as component encoders. Here the work of the interleaver is 
used to minimize the burst error, which also helpful at the 
decoder, to decode the information correctly. At the output 
side, only one of the systematic output is considered from 
the two encoders, other output will be the alternate output 
value. 

3.2 Decoding Process 

3.2.1 Turbo Decoding MAP Algorithm 

             The decoding process of the turbo codes is based on 
iterations, performed by the MAP algorithm. This is applied 
for each constituent code. MAP algorithm is implemented by 
the SISO decoder, which is used to check the reliability of the 
received information. This will become complex in 
computing the multiplications and exponential operations, 
which are needed in the trellis diagram implementation. For 
reducing the complexity of the decoder, the two other SISO 
decoders are developed, in which the complexity of these 
algorithms will be less as compared to MAP algorithm and 
those two algorithms are Max Log-MAP and Log-MAP 
algorithm [4]. 

3.2.2 LOG-MAP Algorithm 

          The Log-MAP algorithm is introduced to reduce the 
complexity of the MAP algorithm, and also it is suitable for 
the hardware implementation, due to its simple 
computation. It is also suitable for the iterative decoding. 
The hardware implementation is less complex, as it uses log 
operation instead of multiplication. This is also a form of 

SISO decoding algorithm.  Hard decisions are taken from the 
LLR [5]. The required equation is followed in which Γ is a 
branch metric is calculated from the previous soft output of 
the log-MAP decoder and the received signals, which is 
according to the equation (4), in which LC is called as 
channel reliability. 

          (4) 

The equations are needed for decoding and are given below 
and they are back-ward state metrics B, the forward state 
metrics and the LLR. By calculating these values soft output 
is obtained.  

     (5) 

     (6) 

        (7) 

Here the values used are y, s and s’ are the received 
sequence, of the present and previous state of the trellis. 
Once the final iteration process is done, hard decision of the 
decoder is formed from the de-interleaved sequence, which 
is gained from the second log-MAP decoder. 

 

Fig. 2: Turbo decoder circuit 

                The decoding process is explained with the help of a 
Log-MAP algorithm. The structure of turbo decoder is shown 
in figure 2. It consists of two decoders which work together. 
The operation depends on the soft decision information 
based on each decoder. After starting of an operation, Le is 
noted as soft decision of one decoder, and is called as 
extrinsic information. This is used to initialize the other 
decoder. The decoded information is moved around the loop 
until the soft decisions meet the set of values. Here, the last 
extrinsic information is used from the first decoder to 
calculate the values of messages. 
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3.2.3 Max LOG-MAP Algorithm 

 The difference between the Log-MAP and the Max 
Log-MAP is that in the Log-MAP it always consider all paths 
into calculations, and it splits them into two sets as s=1, s=0. 
Which may changes from step to step and it will create some 
problems in trellis structure, where as in Max-Log MAP 
algorithm it consider only two paths per step, so the trellis 
can be calculated easily without splitting any sets as it 
consider only two sets. In the decoding process, at trellis, the 
algorithm always considers two paths per step either with 
the bit zero or bit one. The paths of the likelihood will differ 
step by step at the output side. In this one path may change, 
but the other path will be the maximum likelihood path. In 
the max-log-MAP algorithm, maximum likelihood path takes 
the decision of the output bits, which is suitable for both 
parity bits and the systematic bits [8]. 

      (8) 

Here α, β and γ are used to represent the forward recursive, 
backward recursive and branch transition probabilities, 
respectively. Now, for expressing the max-log-map decoding 
algorithm, the equation (8) can be represented as follows 

     (9) 

By considering the equation (9), it is clear that the max-log-
MAP algorithm will take the same decisions as the decisions 
are taken by the soft-output Viterbi algorithm. 

IV. TRELLIS DIAGRAM 

The use of the Trellis diagram is to describe the 
behavior of the turbo encoder and it is important element in 
the process of decoding. The trellis representation is 
achieved from its state diagram, as shown in figure 3. For the 
turbo encoder, the trellis is operated by including m = K-1 
additional bits after the input sequence, where K is the 
number of columns in the generator matrix G. Extra bits are 
used to move the encoder with all-zero state, by using RSC 

encoders. The blocks which are used here are interleaver, 
trellis structure for the turbo code implementation.  

 

Fig. 3: Trellis Structure 

V. PUNCTURING 

Puncturing is a method used to increase the code 
rate, by multiplexing the two coded streams. The puncturing 
block determines which bits to remove or to preserve by 
using the binary puncture vector parameter. It allows 
encoding and decoding of higher rate codes. And also used in 
converting the code rate.  

VI. INTERLEAVER DESIGN 

The interleaver place an important role in the turbo 
codes. Turbo codes are mainly designed for the burst errors, 
in which the interleaver helps in removing the errors.  Turbo 
encoder is designed with the help of an interleaver. It is also 
helpful for maintaining the BER performance by regularly 
changing the size of an interleaver. In turbo code, random 
interleaver is used for rearranging the data bits without any 
repetition. At both the encoding and decoding side the 
Interleaver is used [7].  

 The interleaver improves the code error 
performance at moderate to high signal-to-noise ratio [7]. It 
generates a long block of data at the encoder side, at the 
output it connect two decoders and helps in correcting the 
errors. When the encoded data passes from the first decoder, 
only some of the errors got corrected. Then the received 
message from first decoder has been sent through the 
interleaver, interleaved output of the first decoded data is 
passes to the second decoded data, then the remaining 
errors get corrected, then the same procedure has been 
repeated number of times. The interleaver is able to give the 
random values and that will help to give the parity bits from 
each of the RSC encoders which are independent. These 
parity bits depend on the length or depth of an interleaver.  

VII. MAX LOG-MAP ALGORITHM AND VITERBI 
ALGORITHM 

As in the Viterbi-algorithm only the block of 200 bits 
of messages are decoded, but as in the case of turbo codes, 
the blocks are on the order of 16K bits long are decoded. The 
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main reason of this length is to reduce the bits which are 
entering into the second encoder, the use of this long length 
result in a better connection with the message which is 
coming from the first encoder. Viterbi algorithm is used for 
decoding a bit stream in which it uses the convolutional code 
or a trellis code for the encoding purpose. It is also used for 
decoding convolutional codes with constraint lengths in 
which k<=3. Both the algorithm are used for the decoding 
purpose, in this the map algorithm is suitable for both high 
and low SNR values [10]. 

  Max-Log-maximum a posteriori (MAP) algorithm is 
mainly used for turbo decoding [9]. As in the case of 
complexity, the Max Log-MAP algorithm suits for turbo 
decoding over additive-white-Gaussian-noise channels over 
frequency-selective channels. Even there is a loss in inter 
symbol-interference channels the algorithm tries to give the 
better results [8]. 

As a result both the algorithm is used for the 
decoding purpose. In the project the Max log-MAP algorithm 
has been taken which is able to achieve the decoded result, 
as it takes the soft decisions, in which it accepts the values 
which are other than 0 and 1, in order to take reliability. The 
method of exchanging extrinsic information between 
different components is achieved with log-MAP-algorithm. 
As a result both the algorithm gives the similar output [11]. 

 VIII. ENCODING AND DECODING ALGORITHM 

  The software used is MATLAB which is a matrix 
laboratory developed by Math Works, MATLAB allows 
multiple functions to be implemented. Such as manipulation 
of the matrices, algorithm implementation, function or data 
plotting, interfacing with the programs which are written in 
different languages, which includes C, C++, C#, Java and etc. 

 For Encoding Process, following steps are processed. 

1. For text encoding, select an appropriate text. 

2. Convert the text into binary array, then add redundancy 
bit into the total length of the text. 

3. Generate a prime number to get the encoding output. 

4. Prime number can be taken as q, and then the frame 
length of the turbo should be equals to q-1.  

5. Generate a random integer sequence, the length of the 
sequence is selected as q, and the total numbers in the 
sequence should be transverse from 0 to q-1. 

6. Create a encoded output, which is equating to the 
parameters which are present in the encoder circuit and also 
add puncture, weather to preserve or to remove the extra 
bit. 

7. Get the output of the encoder which will be getting in the 
binary form. 

8. The errors are introduced at the length of the encoded 
output, and the locations of the errors are also shown. 

To decode, the following steps are processed. 

1. After the encoding process, the decoding is done by 
demultiplexing to get the input for decoder 1 and decoder 2.  

2. After demultiplexing, equate the value to another 
parameter. Then, initialize the extrinsic information. 

3. Log map algorithm is applied to the decoder 1 and decoder 
2 outputs, to get the demultiplexed output. 

4. at last, convert back the binary array to text form, to get 
the decoded output. 

IX.   TEST AND RESULT 

The test for the encoding and the decoding of the 
text and images are done, the error has been introduced, and 
the location of the error has also shown. This will get 
corrected in the decoding part, and results are also shown. 
For text firstly got the results in a binary form, and 
converted back to the text and for the image, in Fig. (4) It 
shows the particular figure which need to be encoded and 
decoded. At fig. (5) It shows the encoded output of the figure 
which is considered at fig (4).  And at Fig. (6) It shows the 
decoded output in which it removes the error and gives the 
appropriate decoded output. As encoded and decoded 
output are executed and also the error location is shown, By 
seeing at the results, turbo codes are suitable for the text and 
image encoding and decoding. 

For text 

Text: 

 'Hello' 

Encoded output: 

 

Error_id 

25 

35 

40 

27 

39 

Decoded output: 

‘Hello’ 
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For Image 

                                        
Fig.4: Selected Picture           Fig.5: Encoded Output 

Error _id 

24 

22 

7 

25 

2 

 

Fig. 6: Decoded Output 

 SIMULATION RESULT: 

 

Fig. 7: BER Performance of Rate R=1⁄2 Turbo codes for 
Different Iteration 

X. CONCLUSION AND FUTURE WORK 

In this the encoding and decoding of the turbo codes 
are designed. Encoding is designed by two recursive 
systematic convolutional encoders which are separated by 
an interleaver in which the input will also takes place at the 
output, the turbo encoding is performed and in which the 
errors has been introduced. At the decoder side two 
decoders are used which are serially connected and are also 
separated by an interleaver, in which the interleaver 
randomize the bursty errors and get the decoded output. 
Max Log-map algorithm is used in the iterative decoder, after 

some fixed number of iteration values, it can be able to give 
the iterative decoded output usually it takes the order of 10-
20 as shown in the results. For the future work it can also be 
used for the audio and video error detection and correction. 
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