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Abstract - A plethora of big data applications are emerging 
and being researched in the computer science community which 
require online classification and pattern recognition of huge data 
pools collected from sensor networks, image and video systems, 
online forum platforms, medical agencies etc. However, as an NP 
hard issue data mining techniques are facing with lots of 
difficulties. To deal with the hardship, we conduct research on the 
novel algorithm for data mining and knowledge discovery 
through network entropy. We firstly introduce necessary data 
analysis techniques such as support vector machine, neural 
network and decision tree methods. Later, we analyze the 
organizational structure of network graphical pattern with the 
knowledge of machine learning methodology and graph theory. 
Eventually, our modified method is finalized with decision and 
validation implementation. The simulation results of our 
approach on different databases show the feasibility and 
effectiveness of our proposed framework. As the final part, we 
provide our conclusion and prospect. 
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1.INTRODUCTION  
A plethora of big data applications are emerging and being 
researched in the computer science community which require 
online classification and pattern recognition of huge data 
pools collected from sensor networks, image and video 
systems, online forum platforms, medical agencies etc. 
However, as an NP hard issue data mining techniques are 
facing with lots of difficulties. These difficulties could be 
classified in the following parts: 

(1)Pre-processing of the data in the wild. (2) Choice of proper 
data classification algorithm. (3) The time-consuming 
problem. To overcome these draw-backs, we will analyze the 
issue in the paper. The applications of data mining technique 
vary from subjects to other areas, the most essential 
applications and related researches could be categorized as 
the following parts. (1) Image, video and speech processing. 
In [1], Anyela et al. conducted research on objective definition 
of rosette shape variation using a combined computer vision 
and data mining approach. The pipeline provides a cost-
effective and scalable way to the analysis of inherent rose 
shape change. Image acquisition does not require any special 
equipment and a computer program to realize the image 
processing and data analysis using open source software. In 
[2], Borhan, et al., design and implemented a novel tutoring 

system based on data classification. In their research, they 
propose supervised machine learning (SML) models for 
speech act classification in the context of an online 
collaborative learning game environment. (2) Business 
related studies. In [3], Ryan, et al., combine the data mining 
technique to the educational analysis and related business 
model. They pointed out that analysis has become a trend in 
the past few years, reflected in a large number of graduate 
program commitment to the analysis of the analytical skills of 
the declaration of providing lucrative jobs, and the airport 
lounge waiting to be filled with advertisements from different 
consulting company by analyzing the commitment to a big 
increase in profits. In [4], Stavros, et al., designed intelligent 
E-business for online commerce, the combination of financial 
models and data analysis enhance the performance of 
traditional business. Business intelligence is becoming an 
important factor, can help organizations in the management, 
development and exchange their valuable information and 
knowledge and so on. Data mining is the main goal of the 
relations and the different models, but they exist in the data 
set between the "hidden" large amounts of data. (3) Medical 
Assistance and Auxiliary Medical. Shamsher’s group [5] 
conduct review on data-guided medical applications, they 
conclude that all kinds of current or potential applications of 
data mining technique in health informatics through some 
case studies published literature. In(6)Feng, et al., pointed out 
that medical information mining is crucial for diagnosis. Their 
review indicates that A large number of studies have shown 
that the real world research has strong external validity than 
conventional randomized controlled trials, evaluating the 
effect of intervention measures in the actual clinical, open a 
new path in coronary heart disease (CHD) comprehensive 
medical research. Comprehensive medical clinical data, 
however, great in number and complex data types in coronary 
heart disease, to explore suitable methodology of a hot topic. 
Data analysis and knowledge discovery from the clustered 
data acts as significant roles. More related applications of data 
mining could be found in the following literatures [7-15]. 

In this paper, we conduct research on pattern analysis and 
data classification methodology for data mining and 
knowledge discovery. We structure our paper followed by the 
following pattern: In the Section 2, we give the review work of 
prior knowledge on data classification, in the Section 3, we 
discuss our proposed methodology and the Section 4 gives 
the experimental analysis and result. In the final part, we 
conclude the paper and set up the prospect. 
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2. Prior Knowledge on Data Classification 

 Data and pattern classification is used to classify each item in 
a set of cluster of data into one of predefined set of groups. 
Classification is a function of data mining, distributed 
collection in a project goal category or class. Classification is 
the purpose of accurately predicting each case of target class 
data. Classification task begins in a data set of class 
assignments are known. Classification of discrete doesn't 
mean order. Continuous, floating-point values will display a 
numeric value, rather than absolute, and goals. Target using 
regression forecast model and numerical algorithm, is not a 
classification algorithm. The simplest type of classification 
problem is binary classification. In binary classification, target 
attributes only two possible values: for example, the credit 
rating in either high or low credit rating. In the following 
subparts, we analyze the popular mining algorithms. 

2.1. Decision Tree (DT) based Approach 

Decision tree is a kind of commonly used data mining 
methods. Our goal is to create a model, the predicted value 
of the variable target based on multiple input variables. 
Each internal node corresponding to one input variable, 
with every possible input variable values at the edge of the 
children. This is shown in Figure 1. Each leaf represents a 
target value of the variable given the value of the input 
variable represents the path from root to leaf. Decision tree 
induction algorithm is a recursive function. First of all, 
should choose a basic attributes as conditioned the root 
node. Then in order to create the most effective the most 
accurate tree, the root node must effectively integrate data 
segmentation. Each division tried to cut a set of instances, 
until they have the same classification. The best division is a 
so-called the information gain. In the following Figure 1, we 
show the basic components of decision tree (DT) through 
flow chart. 

 

Figure 1. The Basic Component of Decision Tree 
(DT) 

We introduce the famous C4.5 as an example. C4.5 is an 
algorithm used to generate a decision tree developed 
by Ross Quinlan [16-18]. Generation of decision tree 
C4.5 can be used for classification, for this reason, the 
C4.5 is often referred to as a statistical classifier. The 
detailed steps are shown in the Table 1.  

 

Table 1. The Pseudo-code of C4.5 Algorithm 

2.2. Neural Network (NN) based Approach 

In more practical terms neural networks are 
nonlinear statistical data modeling tools. There are 
plenty of researches focused on the neural 
network theory and methodology [19-22]. They 
can be used to simulate the complex relationship 
between input and output or finding patterns in 
data. Using neural network as a tool, a data 
warehouse companies collect information from 
the data set is referred to as the process of data 
mining. The Figure 2 shows the structure. 

 

Figure 2. The Basic Structure of Neural Network 
(NN) 

2.3. Support Vector Machine (SVM) based Approach 

Support Vector Machine (SVM) is supervised 
learning models with associated learning 
algorithms that analyze data and recognize 
patterns [23-27]. Support vector machine (SVM) is 
a set of input data and prediction, for a given input, 
these two classes in the form of the output, making 
it a non - probabilistic binary linear classifier. 
Support vector machine (SVM) model function 
form similar to the neural network and radial basis 
function, the two popular data mining techniques. 
However, these algorithms regularized well-
founded theoretical method, the basis of support 
vector machine (SVM). Generalization and easy to 
the quality of training support vector machine 
(SVM) goes far beyond the ability of the more 
traditional method. Study of support vector 
machine training algorithm from data 
classification and regression rules, for example, 
you can use the support vector machine (SVM) 
learning, radial basis function (RBF) and 
polynomial multilayer perceptron classifier. The 
Figure 3 shows the basic structure of SVM. The 
theoretical analysis of SVM is shown later. 
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Figure 3. The Basic Structure of Support Vector 
Machine (SVM) 

The target data for classification is denoted 
as the formula 1. The objective function waiting to 
be solved is expressed in the formula 2. 

 

 

2.4. Bayesian Network (BN) based Approach 

Bayesian network known as the tradition data 
classification algorithm win great attention from 
the research community. Bayesian networks 
known as the bayesian network is a directed 
acyclic graph (DAG) nodes represent random 
variables of bayesian sense: they may be observed 
that the number of latent variables, or assumed 
unknown parameters. Edge said conditional 
dependence; Node connection represents no 
conditionally independent variables. And the 
probability of each node function is denoted as 
input for a particular node's parent variables and 
values to variables are expressed as the 
probability of the node. The figure 4 shows the 
general example of the network. 

 

 

 

 

 

 

Figure 4. The Traditional Structure of Bayesian 
Network (BN) 

 

3. Our Proposed Framework for 
Data Mining and Knowledge 
Discovery 

 

3.1. Network Formation Procedure 

 

Initially, an undirected and weighted network with 
a single connected component is built for each 

class. In the initial model, Gl presents the basic 

class l 1,2,...,L . Therewill be a connection 
between two vertices, if they are between the 
feature vectors of the Euclidean distance (ED) of 
less than a predefined threshold. In addition, the 
connection should be inversely proportional to the 
weight of the vertex distance the closer, the more 
must connect. Therefore, the weight parameter 
between nodes is expressed as the formula 4. 

In the constructed network, all the 
nodes are inner-connected under the 
guideline of adjacent matrix. If there is a d 
attribute in each data item, is said to be a 
dimensional data set. The second part of 
the i-th tuple characteristics associated 
with the class label of data items. The 
purpose of machine learning is to create a 
mapping from x to y, this mapping is called 
classifier. It is important to note that each 
class needs to have a network connection 
component, so the choice of parameters of 

 must reflect the situation. After the step, 
we successfully build up our network, 
which is also expressed in the formula 5. 

l      

G  i  , l  1,2,..., L , i  1,2,...,u (5) 

All of the prior structure of networks 
will be adopted in the next phase of the 
classification process which will be 
discussed in detail in the next sections. 

3.2. Calculation of Network Entropy 

Network control theory to the design of 
distributed control strategy, the whole 
system composed of multiple subsystems, 
each driven by a particular controller. For 
example, one possible implementation 
subsystem and the communication 
between the controller diagrams, use 
problem to design the controller, achieve 
some control or minimize control cost, at 
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the same time respect these 
interconnection model. Network entropy 
is the entropy of a stochastic matrix 
associated with the adjacency matrix [28-
32]. We thereby set up the definition of 
stochastic matrix in the formula 6. 

With this advanced a new method, we 
can calculate the network using the 

stochastic process of the proportion of pij 

dynamic entropy describes the transition i 
 j and it is the stationary distribution of  
  p . Joint optimization of the 

performance of distributed data mining 
system, we design a distributed online 
learning algorithm, and its long-term average 
reward the best distributed solution 
convergence, can get online data classification 
problem gives a complete knowledge of the 
characteristics and their classification 
function is applied to the data accuracy and 
cost. We define the regret of the difference 
between the total expected return best 
distributed classification scheme is given full 
knowledge classification function of the 
precision and the expected total return each 

learners use of the algorithm. We make H  

p to be the dynamical entropy. The detailed 

induction is defined in the formula 7. 

H  p     i H i , 

where H i  pij log pij 

3.3. The Regret of Learning Phase 

In this subsection we define the regret as a 
performance measure of the learning algorithm used by 
the learners. Simple, it is a pity that lost because of the 
unknown system dynamics. I regret that the learners' 
learning algorithm defined for me the best 

k * x  learners. The object function for the phase 
is defined as the formula 8. 

T T   

R T     

k xt  x t  

 E  I 

yti  yt  

dk xt   (8) 

t 1 

 

t 

1   

Data collected by the distributed processing a set of 
distributed heterogeneous learners with the precision 
of classification function is unknown. Communicate in 
this setting, calculation and sharing of costs make it is 
not possible to use the centralized data mining 
technology in a learners can access the entire data set. 
Will limit first learn a single classifier for each view 
example of using the tags. The most confident on the 
predictions of each classifier unlabeled data and then 
use the iteration construct additional labeled training 
data. By considering the different views of the same 
data set, the relation of certain types of data from the 
predefined views may be found. Another related 
technical committee machine, it is composed of the 
classifier of the object. The description is shown in the 
Figure 5. 

 
 

 

 

 

 

Figure 4. The Description of the Learning Phase 

3.4. The Decision and Validation Procedure 

Finally, we will define the fuzzy classifier C that decides 
what class the data item belongs to. The idea to explain 
the property of the network to deal with random 
changes, so the data item does not belong to a certain 
class will not affect the respective network. 

Therefore, the project classification is the 
importance of class. The SVN algorithm is a “soft” 
clustering method in which the objects are 
assigned to the clusters with a degree of belief. 
Therefore, an object can belong to more than one 
cluster with different degrees of belief. It tries to 
find the feature points in each cluster, named as 
the center of a cluster, then calculating the 
membership of each object in the cluster. The 
mathematical expression is shown as follows. 

expression is 
shown as follows.  

H 

Gl

i   

 

C i 

,l  
l i  , 

wher l
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4. Experimental Analysis and 
Simulation 

In order to verify the effectiveness and 
feasibility of our proposed methodology, we 
conduct numerical and experimental simulation in 
this section. Firstly, we introduce the experimental 
environment and later, we present three 
simulations in order to illustrate the efficiency of 
the proposed high level classification method 
when applied in real and artificial data sets and 
compare its results with traditional classification 
techniques. 

4.1. Environment of the Experiment 

The simulation environment is set up into the 
following conditions. Four physical machines 
(Macbook Pro) with 4 TB hard disk and 6 GB of 
RAM, and the simulation software is installed on 
Windows Win7 platform. The datasets adopted by 
us vary a lot. The following dataset are just 
examples: (1) the Seeds Data Set; (2) database 
from UCI; 
 

(3) Iris data set; (4) databased from Cornell 
University; (5) databased from Harvard 
University. 
(4) 4.2. Simulation through the Harvard 
datasets 

Harvard dataset is a database which contains 3 
classes (Iris Setosa, Iris Versicolour, Iris Virginica) 
and 150 instances, where each class refers to a 
kind of plant. The Figure 5 shows our result, we 
could conclude that our method is robust. The 
separate results are shown in the Figure 6-Figure 
8. 

 

 

 

 

 

 

 

Figure 5. The Result in the Harvard Database  

 

 

 

 

 

 

Figure 6. The Iris Setosa Sub-part Result 

 

 

 

 

 

Figure 7. The Versicolour Sub-part Result  

 

 

 

 

 

Figure 8. The Iris Virginica Sub-part Result 

4.3. Simulation through the UCI Datasets 

UCI database contains 3 classes (Kama, Rosa, 
Canadian), 210 instances and 7 attributes for each 
data item. The 9 shows our result, we could 
conclude that our method is robust. The separate 
results are shown in the Figure 10-Figure12. 

 

 

 

 

 

 

 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 05 | May-2018                     www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2018, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |        Page 3855 
 

Figure 9. The Result in the UCI Database 

  

 

 

 

Figure 10. The Sub-part Result One 

 

  

 

 

 

 Figure 11. The Sub-part Result Two 

 

 

 

 

 Figure 12. The Sub-part Result Three 

5. Conclusion and Summary 

A plethora of big data applications are 
emerging and being researched in the computer 
science community which require online 
classification and pattern recognition of huge data 
pools collected from sensor networks, image and 
video systems, online forum platforms, medical 
agencies etc. However, as an NP hard issue data 
mining techniques are facing with lots of 
difficulties. In this paper, we propose a novel 
pattern analysis and data classification 
methodology for data mining and knowledge 
discovery. We adopt the network to modify the 
traditional methods. The result shows the 
effectiveness of our work, in the future, we plan to 
do more experimental analysis and mathematical 
research for the optimization part. 
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