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Abstract - In this paper, an application of Teaching-
Learning-Based-Optimization (TLBO) algorithm is presented 
to improve the fault section estimation performance in power 
systems. TLBO is an efficient optimization method which is 
suitable for finding global solutions for large scale non-linear 
optimization problems. This algorithm is free from the 
algorithm parameters, i.e., it does not require any parameter 
tuning to achieve a better performance. Fast convergence, 
small population size, and good global search capability 
characterize the performance of the algorithm. Using the 
proposed approach, faulty sectors can be estimated accurately 
among voluminous alarms. Moreover, by using the selected 
algorithm the feasibility of inaccurate diagnosis is reduced. 
The proposed method is versatile and can deal with 
uncertainties in fault section estimation such as failure 
performance of relays and circuit breakers or multiple 
simultaneous faults. The fault diagnosis can be accomplished 
in a very short time for large scale power systems by 
employing the algorithm. In order to validate the effectiveness 
of TLBO algorithm, the method is applied on simulated and 
practical power systems and the results are compared to those 
of  other optimization algorithm i.e. Differential Evolution 
(DE), Artificial Bee Colony (ABC), Conventional Particle Swarm 
Optimization (CPSO) method, and a modified version of PSO 
known as Type1 PSO (T1PSO). The results demonstrate the 
superiority of this method as compared to other methods. 

Key Words:  Fault section estimation, Teaching-Learning-
Based Optimization. 

1. INTRODUCTION  

State estimation in power systems is a valuable tool for 
enhancing reliability and stability of the system [1]. Along 
the same line, fault section estimation in an electric power 
system refers to identifying the faulty sections (transmission 
lines, transformers and buses), and/or distinguishing the 
misoperation of different apparatuses (circuit breakers and 
DC source). A fault section can be estimated using the 
Reported alarms which are obtained from supervisory 
control and data acquisition (SCADA) systems [2-3]. As the 
fault section is identified, a fast and highly accurate 
restoration reaction is needed to minimize the service 
interruption and limit the damages to the equipment. This 
can also bring the future power systems known as smart 
grid; especially future distribution systems or microgrids, an 
important feature of self-healing; which is Fault Location 
Isolation, and Service Restoration (FLISR) [4-5]. Therefore, a 
precise and effective method for diagnosing the power 
system’s faults plays an important role in supporting the 

network restoration for dispatchers [6,7]. Lots of methods 
have been presented in the literature for solving the 
foregoing issue including expert systems [8-10], artificial 
neural networks [11-14], machine learning algorithms [15-
17], petri nets [18,19], cause-effect networks [20-22], and 
Bayesian networks [23]. However, it is difficult to achieve 
sufficient knowledge using the mentioned methods. 
Moreover, the procedure of knowledge acquisition and 
database establishment are burdensome with these 
methods. 

Recently, a branch of optimization methods known as meta-
heuristic algorithms, such as genetic algorithms [24]-[27], 
tabu search [28], immune algorithms [29], ant systems [30], 
particle swarm optimization [31], artificial bee colony 
[32,33], and honey-bee mating optimization algorithm [34] 
have been applied for estimating the faulty sections. These 
kinds of methods simulate behavior found in nature. Since 
these methods are population-based, the possibility of 
becoming stuck at the local optimum points is very low. 
Furthermore, these methods do not require any specific 
initial guess and can deal with complex objective functions 
and constraints. 

In this paper, Teaching-Learning-Based Optimization (TLBO) 
algorithm is used to estimate the faulty sections of a power 
system. This algorithm simulates the procedure of enhancing 
the knowledge of students in a classroom. Students improve 
their grade in two main phases known as the Teacher phase 
and the Student phase. The teacher is generally regarded as 
the highest educated person in the class. It is clear that the 
average of the students’ knowledge is highly affected by the 
quality of the teacher. In other words, the better educated 
the teacher is, the higher level the students will achieve. 
Furthermore, students can also increase their level of 
education by interacting in groups. In order to evaluate the 
performance of the proposed method, it was applied on a 
simulated and a practical power system. The results were 
then compared to those of several other algorithms including 
Artificial Bee Colony (ABC), Differential Evolution (DE), 
Type1 Particle Swarm optimization (T1PSO), and 
Conventional Particle Swarm Optimization (CPSO). The 
superiority of the proposed method was demonstrated.  

The structure of this paper is organized as follows. The fault 
section estimation problem is formulated in Section 2. 
Section 3 describes the TLBO method and its computation 
procedure. Section 4 discusses the simulation results, and 
Section 5 draws the conclusions. 
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2. Fault Diagnose Problem Formulation 

The fault section estimation problem is an optimization 
problem as follows [33]. 
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(1) 

where E(s) is the objective function which must be 
minimized, and S is an N-dimension binary vector in which Si 
represents the state of the ith section, where Si = 0 or 1 
corresponds to the normal or faulty state, respectively. This 
vector, i.e. S, is the vector which needs to be determined 
optimally. All parameters of Eq. (1) are explained in detail in 
the [33]. 

3. Teaching Learning Based Optimization Algorithm 

Teaching-Learning-Based Optimization (TLBO) algorithm is 
a population based method    introduced by Rao, et al. [35, 
36]. The method simulates the procedure of enhancing the 
grade of students in a class. The teacher and students are 
vital components of the method. The students increase their 
level in two main phases known as the teacher phase and the 
student phase. In the former the teacher tries to increase the 
level of the class. In the later the students increase their 
grade by interacting with each other. The method is further 
explained in this section. 

As mentioned before, TLBO algorithm is a population-based 
algorithm. The population of the students is the solution of 
the optimization problem. The most knowledgeable student 
i.e., the best solution in the society (based on the objective 
function value), is nominated as the teacher. The process of 
TLBO is divided in two phases which are discussed in the 
following paragraphs. 

3.1. Teacher phase 

As mentioned, the best solution is considered as the teacher. 
The teacher tries to enhance the level of each student within 
the classroom (for instance M1) to his or her level (i.e., MT). 
Since this is impossible in practice, the teacher tries, 
therefore, to increase the mean level of the whole class to a 
higher level of M2. It is obvious that a higher educated 
teacher (a solution with better fitness) would have more 
impact on student’s grade improvement [36]. For a 
mathematical description of the teacher phase, the 
difference between the MT and Mmean is first calculated as 
follows: 

 
_ ( ) diff mean r M T M meanTi i f                         (2) 

where ri is a random variable in the range of [0, 1], and Tf is 
the teacher factor which can be either 1 or 2 and is selected 
randomly. Based on diff_mean the existing solution is 
updated as follows:  

 
_ new oldX X diff mean

i i i                                       (3) 

3.2. Student phase 

In this phase, the students enhance their grade by interacting 
with each other. In other words, a student shares his 
knowledge with another student which is selected randomly 
from the classroom. The selected student learns new things 
if the other student is more knowledgeable, otherwise, the 
initial student teaches the other one. For the mathematical 
formulation of this phase, assume Xi and Xj are two 
classroom students where i ≠j. Student's knowledge i.e., f(X) 
is evaluated using the objective function. A solution with a 
better f(X) (lower for minimization and higher for 
maximization problem) means a more knowledgeable 
student. It is assumed that the problem is minimization. 
Therefore, if the fitness function of Xi is lower than Xj, it 
means Xi is a student with a higher level of knowledge in 
comparison to Xj. Therefore, Xi moves towards his direction. 
From a mathematical point of view Xi is upgraded using the 
following equation: 

 
( ) ( ) ( )j

new old old old old oldX X r X X if f X f Xi i i i j i   
 

(4) 

If Xj is more knowledgeable than Xi, it means Xi must move 
towards Xj'. Thus, Xi is upgraded as follows:  

 
( ) ( ) ( )new old old old old oldX X r X X if f X f Xi i i j i j i   

 

(5) 

In these equations, Xi is a solution and f(Xi) refers to its 
fitness value. In each phase, Xnew is replaced with Xold if a 
better result is achieved. The process is continued until a 
convergence occurs. The flowchart of TLBO algorithm is 
shown in Fig. 1. 

As mentioned before, TLBO is a parameter-free algorithm. In 
other words, no specific parameter must be tuned to gain a 
better convergence or better results [37]. This is an 
advantage of this method in comparison to other heuristics 
methods such as PSO, DEA, and ABC. For more explanation 
an example may be helpful. PSO is a powerful optimization 
algorithm which is used in many engineering problems. In 
this method, there are three vital coefficients known as w, c1, 
and c2. These coefficients can influence the performance of 
the method dramatically. Different versions of PSO have 
been proposed by variation of these coefficients. These 
versions include Conventional PSO, “c1=c2=2, w=1”, Type1 
PSO, “c1=c2=1.4944, w=0.729”, Inertia Constant PSO, 
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“c1=c2=2.01, w=0.7298”, and linearly decreasing inertia PSO, 
“c1=c2=2, w=0.4-0.9”. The tuning of theses coefficients has 
an impressive impact on the PSO results. In DE algorithm, CR 
(crossover constant) and F affect the results of the 
optimization algorithm. In ABC the abandonment limit factor 
should be selected appropriately for better results.  

Generate random population of variables as 

solutions

Calculate the mean value of each variable

Update solutions based on teacher according to 

Eq. (3)

Update the solution Xi according to Eq. (4) and 

(5)
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Fig -1: Flowchart of TLBO algorithm. 

In contrast, no specific parameter needed to be tuned in 
TLBO algorithm. The Tf and ri are the only parameters of 
TLBO, neither of which needs to be tuned. These parameters 
are selected randomly and their values do not influence the 
results of the algorithm. Therefore, it can be said that the 
TLBO is a parameter-free algorithm [37]. 

4. Result of Simulations 

To evaluate the presented TLBO approach for a fault section 
estimation problem, several tests were implemented on both 
a simulated and a real system. The simulations were 
performed using a PC with Intel Dual Core P6100 2.00 GHz. 
In all of the tests the results of the proposed approach were 
compared with the Conventional Particle Swarm 
Optimization (CPSO) method, Type1 Particle Swarm 
Optimization (T1PSO) method, Differential Evolution (DE) 

approach and Artificial Bee Colony (ABC) algorithm. In order 
to appraise the solution quality, convergence characteristics, 
and computational efficiency, a number of 100 independent 
trials were conducted. For CPSO, T1PSO, and the DE 
algorithm, a population of 50 members is adequate based on 
previous research. In order to make a fair comparison, the 
number of objective function evaluations must be the same 
for all methods. Since the objective function is evaluated 
twice in each iteration of the TLBO method (once in the 
teacher phase and again in the student phase), the 
population size of TLBO method (i.e., the number of 
students) has been assumed to be 25. The maximum number 
of allowed iterations of the ABC approach is set at 350. For 
the other approaches it has been set as 100. 

4.1. Test Results 

In order to evaluate the efficiency of the proposed method a 
28-section system was considered as the test system. The 
test case, shown in Fig. 2, consists of 28 sections (s1…s28), 
40 circuit breakers (c1…c40) and 84 protective relays 
(r1…r84), of which 36 relays (r1…r36) are considered as the 
main relays and the other 48 relays (r37…r84) are 
considered as the backup relays. 

s1…s28 = A1…A4, T1…T8, B1…B8, L1…L8,  

c1...c40= CB1…CB40 

r1…r36= A1m…A4m, T1m…T8m, B1m…B8m, L1Sm, 
L1Rm…L8Sm, L8Rm 

r37…r84= T1p…T8p, T1s…T8s, L1Sp, L1Rp…L8Sp, L8Rp, 
L1Ss, L1Rs…L8Ss, L8Rs 

Here, both A and B refer to the bus number, T denotes the 
transformer number, and L represents the transmission lines 
number. The subscripts m, p, and s denote main relay, 
primary backup relay, and secondary backup relay, 
respectively. In addition, subscripts S and R denote the 
sending and receiving ends of a transmission line, 
respectively. The operating logics of protective relays and 
circuit breakers are illustrated in [31]. Several scenarios 
have been evaluated on the test system. These scenarios and 
the estimation results are listed in Table I. These scenarios 
include multiple faults, circuit breakers and relay failures, 
and a failure of the control center in receiving some 
information. The results of Table I show that the fault 
sections are accurately estimated using the proposed 
approach. The analyses of fault diagnosis for these four 
scenarios are explained as follows: 

4.1.1. Scenario 1 of the test system: 

In this scenario, a fault occurs on B1. Thus, B1m is tripped. In 
order to isolate the fault section, a trip command is sent by 
the B1m to circuit breakers CB4, CB5, CB6 and CB9. 
However, the signal of CB9 is not received by the control 
center. Meanwhile, another fault occurs on L1, but L1Sm fails 
to react; therefore, CB7 is opened by L1Sp or by the 
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operation of B1m. In addition, CB11 is tripped by operation 
of L1Rm. According to the above explanations, this scenario 
contains simultaneous faults on bus B1 and line L1. 

4.1.2 Scenario2 of the test system: 

In this scenario, B1m and B2m are tripped due to a fault on 
B1 and B2. Thus, CB4, CB5, CB6, CB9 are opened by the 
operation of B1m and CB10 is opened by the action of B2m. 
Furthermore, L1Sm is tripped due to a fault on L1. CB7 is 
opened by L1Sm or by the action of B1m. In addition, L2Rm 
is tripped because of a fault on line L2. L2Rm sends a trip 
command to CB12 in order to eliminate the fault. However, it 
is observed that L1Rm and L2Sm refuse to actuate. 
Consequently, CB11 is opened by the operation of L1Rp and 
CB8 is opened by L2Sp or by the action of B2m. Therefore, 
there are simultaneous faults on buses B1, B2 and lines L1, 
L2 in this scenario. 

4.1.3 Scenario3 of the test system:  

There is a fault on T3, but T3m fails to actuate; thus, CB14 
and CB16 are opened by T3p. Another fault occurs on L7, but 
L7Sm does not response. Consequently, CB29 is opened by 
the action of L7Sp. In addition, CB39 is opened by the 
operation of L7Rm. Here, there are simultaneous faults on 
transformer T3, and line L7. 

4.1.4 Scenario4 of the test system:  

There are simultaneous faults on B7, B8, T7, T8, L5 and L7; 
however, the main relays T8m, L5Rm and L7Sm refuse to 
actuate. Consequently, CB37 is opened by T8p and CB32 is 
opened by L5Rp or by the action of B8m. CB29 is also opened 
by L7Sp. CB19 is tripped due to the action of L5Sm. CB33 is 
opened by B7m or by the operation of B8m. CB34 is opened 
by T7m or B7m. CB35 is opened by B7m or by the action of 
T8p. CB36 is opened by T7m. CB39 is opened by L7Rm or 
B8m. Moreover, to eliminate the fault on B7, the secondary 
backup relays L6Ss and L8Ss actuate; then, CB20 and CB30 
are tripped. B7m also sends a trip command to CB40, but 
CB40 fails to actuate. 
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Fig -2: Flowchart of TLBO algorithm. 

Table -I: Test Scenarios and Estimation Results for Test 
System 

Scenario 
ACTUATED PROTECTIVE 
DEVICES 

Faulted 
sections 

Estimated 
sections 

1 
CB4,CB5,CB6,CB7,CB11 

B1m,L1Sp,L1Rm 
B1,L1 B1,L1 

2 

CB4,CB5,CB6,CB7,CB8, 

CB9,CB10,CB11,CB12 
B1m,L1Sm,L1Rp,B2m,L2Sp
, L2Rm 

B1,B2,L
1,L2 

B1,B2,L1,
L2 

3 
CB14,CB16,CB29,CB39 

T3p,L7Sp,L7Rm 
T3,L7 T3,L7 

4 

CB19,CB20,CB29,CB30,CB3
2,CB33,CB35,CB36,CB37,C
B34,CB39,T7m,T8p,B7m,B

8m, 
L5SM,L5RP,L6SS,L7SP,L7RM

,L8SS 

L5,L7,B
7,B8,T7,
T8 

L5,L7,B7,
B8,T7,T8 

 

4.2. Accuracy Test 

Several accuracy tests have been implemented in this study. 
One hundred independent trials have been carried out. 
Tables II lists the accuracy rates of all scenarios of the test 
system, using Method-1 (CPSO), Method-2 (T1PSO), Method-
3 (DE), Method-4 (ABC), and Method-5 (the proposed TLBO 
approach). Furthermore, a comparison between the methods 
is drawn in Fig. 3 based on the accuracy rates. From all of 
this, it can be inferred that methods 1, 2 and 3 have poor 
accuracy rates. Since the fault estimation problem is a 
discrete optimization problem with a high number of 
variables, these methods normally converge to the local 
optimum. Nevertheless, the results confirmed that the 
proposed method presented the best accuracy rate. 

Table II: Comparison of accuracy rate 

Scenario TLBO ABC DE T1PSO CPSO 

1 100% 100% 54% 53% 30% 

2 100% 98% 54% 16% 14% 

3 99% 99% 49% 16% 20% 

4 100% 99% 52% 5% 1% 
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Fig. 3 Averaged accuracy rate of the test system 

4.3. Convergence Test 

To compare the convergence behavior of the methods, the 
convergence characteristics of scenario 2 of the test system 
are shown in Fig. 4. This figure shows that all the methods 
obtain the correct estimation of the fault sections with the 
minimum objective function values. It can be concluded from 
Fig. 4 that the first, second, and third methods converge 
faster than the other methods; however, the results of the 
Tables II show that these methods have poor accuracy. Since 
the method's accuracy is very important in fault section 
estimation problems, these methods are not appropriate to 
detect the faulty sections. 
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Fig. 4 Convergence characteristics of scenario 2 of the test 
system 

4.4. Robustness Test 

Since heuristic methods are population based algorithms 
with casual procedures, a single run is not enough to judge 
their performance. These kinds of methods have roughly the 
same results in different trials. Therefore, a number of trials 
with different initializations should be carried out to find the 
best solution and the best method. The lower the differences 
between the best solutions obtained in different trials of an 
algorithm are, the more robust the algorithm is. 

The frequency of the objective function values for the first 
three scenarios of the test system after 100 independent 
trials have been tabulated in Table III. The results show that 
the proposed method has a greater probability of achieving a  

better solution in comparison with the other methods. 
Moreover, the best, the average, and the worst answer and 
also the standard deviation (STD) of the results for different 
scenarios after 100 trials have been listed in Table IV. A 
small standard deviation indicates that most of the solutions 
are close to the average. The results show that the proposed 
method reaches the minimum value of the objective function 
along with the smallest STD. Some results of scenario 2 for 
the test system are also presented in Fig. 5. It can be 
concluded that TLBO has the maximum consistency and 
robustness in comparison to the other methods.  

Table III: Frequency of convergence 

Range of 
objective   
function 
values 

Methods 
 

1.5-

3.0 
 

 
3.0-

4.5 

 

 
4.5-

6.0 

 

 
Greater 

than 6 

 

Scenario1 

Method-1 

Method-2 

Method-3 

Method-4 

Method-5 

51 

68 

94 

100 

100 

21 

22 

6 

0 

0 

23 

8 

0 

0 

0 

5 

2 

0 

0 

0 

Scenario2 

Method-1 

Method-2 

Method-3 

Method-4 

Method-5 

28 

29 

79 

99 

100 

28 

37 

18 

1 

0 

32 

26 

3 

0 

0 

12 

8 

0 

0 

0 

Scenario3 

Method-1 

Method-2 

Method-3 

Method-4 

Method-5 

49 

43 

51 

99 

100 

48 

56 

43 

1 

0 

3 

1 

6 

0 

0 

0 

0 

0 

0 

0 

 

Table IV: Convergence Result after 100 Trial 

 TLBO ABC DE T1PSO CPSO 

Scenario1 

Min 

Max 

Ave 

STD 

1.9 

1.9 

1.9 

0 

1.9 

1.9 

1.9 

0 

1.9 

3.9 

2.39 

0.58 

1.9 

6.4 

2.77 

1.11 

1.9 

5.9 

3.27 

1.20 

Scenario2 

Min 

Max 

Ave 

STD 

2 

2 

2 

0 

2 

3.8 

2.03 

0.20 

2 

5.6 

3.35 

0.68 

2 

8.5 

3.96 

1.38 

2 

10.1 

4.25 

1.67 
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Scenario3 

Min 

Max 

Ave 

STD 

2.8 

3 

2.80 

0.02 

2.8 

3.6 

2.81 

0.08 

2.8 

5.8 

3.35 

0.68 

2.8 

4.7 

3.37 

0.42 

2.8 

4.9 

3.36 

0.50 
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Fig. 5. Consistency test of scenario 2. 

4.5 Efficiency of calculation 

It should be noted that this analysis is off-line, not real time. 
Relays and CBs have already operated before estimation of 
the faulted section. In light of this fact, it does not matter too 
much if one algorithm converges a couple of seconds 
quicker. However, in order to compare the computation 
times of different methods, the calculation time of 100 trials 
for each scenario are listed in Table V. As tabulated in this 
table, the first three methods are faster than methods 4 and 
5, but as mentioned before, these methods easily converge to 
local optimum points. Thus, they are not appropriate for 
fault section estimation problems. Furthermore, based on 
tabulation, method 5 requires less computation time than 
method 4. Lastly, it is essential to note that all computation 
times of the test system have been performed using a PC 
with 2.00 GHz processor. It is clear that the simulations 
computation times would be much shorter if applying a 
more powerful processor. 

Table V. Computation Time of Methods 

 Method
1 

Method
2 

Method
3 

Method
4 

Method
5 

Scenario1 3.98 s 2.70 s 4.33 s 41.34 s 8.91 s 

Scenario2 3.32 s 2.18 s 3.29 s 59.04 s 9.13 s 

Scenario3 4.02 s 3.68 s 4.18 s 48.36 s 5.37 s 

Scenario4 2.44 s 3.67 s 3.98 s 53.01 s 6.75 s 

 

5. Conclusion 

In this paper, Teaching-Learning-Based-Optimization 
algorithm (TLBO) as a robust algorithm in fault diagnosis 
problems is proposed. The proposed approach has been 
validated and compared with other algorithms including 
Conventional Particle- Swarm Optimization, Type1 Particle 

Swarm Optimization, Differential Evolution, and Artificial 
Bee Colony. All these nature-inspired algorithms require 
algorithm parameters to be set to properly perform while 
the proposed optimization method is a parameter-free 
algorithm. Thus, selection of parameters to search for the 
optimum solution can be avoided by using this method. 
Simulations and comparisons show that TLBO is superior to 
other algorithms in estimating the faulty sections. The 
effectiveness of TLBO method was checked by implementing 
on a large scale power system and the results show that the 
proposed method has the best accuracy rate, maximum 
consistency, and robustness when compared to other 
methods. Therefore, this method appears very effective in 
solving fault section estimation problems. 
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