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Abstract - Speech is one of the most natural communications 
between human beings. Humans also express their emotion via 
written or spoken languages. Speech emotion is an important 
role to express the feeling of one’s expression. If one wants to 
understand the meaning of an utterance, it must be in proper 
emotion otherwise semantically utterance will go to the wrong 
direction and give wrong result. This Review paper includes 
different speech features consisting of fundamental frequency 
(f0), energy signal, Zero Crossing Rate (ZCR), MFCC (Mel 
Frequency Cepstrum Coefficient), LPC (Linear Predictor 
Coefficient) along with the suitable classification schemes like 
DTW (Dynamic Time Wrapping), SVM (Support Vector 
Machine), GMM (Gaussian Mixture Model) and K-NN (K-
Nearest Neighbour). Speech emotion recognition is 
particularly useful for applications which require natural man-
machine interaction. Conclusion about the performance of 
speech emotion recognition system is discussed in the last 
section along with possible ways of improving speech emotion 
recognition systems. 
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1. INTRODUCTION  

     Speech is the communication or expression of thoughts in 
spoken words. The speech signal is the fastest and the most 
natural method of communication between human. Speech 
emotion recognition is to identify emotion in spoken 
languages and convert it in to machine language. Speech 
emotion recognition is defined as extracting the emotional 
state of a speaker from his or her speech. It can be used to 
extract useful semantics from speech, and hence improves 
the performance of speech recognition systems. 

     The feature extraction like MFCC (Mel Frequency 
Cepstrum Coefficient) provide the highest accuracy on all 
databases provided using the linear kernel [6] and the 
spectral coefficients derived from LPC (Linear Predictive 
Coding) [7], classifier Technique like ANN (Artificial Neural 
Network)[1], GMM (Gaussian Mixture Model)[2], K-NN (K-
Nearest Neighbor)[2], SVM (Support Vector Machine),Hidden 
Markov Model (HMM) and Vector Quatization(VQ)[14] etc. In 
fact, there has been no agreement on which classifier is the 
most suitable for emotion classification. In recent year, the 
extremely complex nature of human emotional states makes 
this problem more complicated in terms of feature selection 
and classification. The acoustic variability introduced by the 
existence of different sentences, speakers, speaking styles, 
and speaking rates adds another obstacle because these 
properties directly affect most of the common extracted 

speech prosody such as pitch, intensity and energy. Quality 
features like formant frequencies and spectra-temporal 
features have been made by several researchers. First human 
voice is converted into digital signal form to produce digital 
data representing each level of signal at every discrete time 
step. After that digitized speech samples are processed using 
combination of features like pre-processing to produce voice 
features. Then after these voice features can go through to 
select the matches the database and find classification 
between each reference database and test input file in order 
to minimize the resulting error between them on feature. 

     Speech emotion recognition is useful for application in car 
broad system which gives the information of the mental state 
of the driver and provide to the system to initiate his /her 
safety, E-tutoring applications would be more practical, if 
they can adapt themselves to listener’s or student’s 
emotional states. It is also useful to required natural men-
machine interaction such as computer tutorial application 
where the response of this system to the user depends on the 
detected emotion. It may be also useful in call center 
application and mobile communication. 

The rest of this paper is organized as follows: speech 
emotion recognition system in section-II, review in detail 
speech features extraction technique section-III, classifier 
technique section-IV and final conclusion in section-V. 

2. Speech Emotion Recognition System 

     The basic block diagram of the speech emotion recognition 
system is illustrated in Fig.1 [15].  

 

Fig 1: Block Diagram of Speech Emotion Recognition [15] 

The main elements of the speech emotion recognition system 
are same as any typical pattern recognition system. It 
consists of the emotional speech as input, feature extraction, 
classification of the emotion using classifier and recognized 
emotion as the output.  

     The different emotion from the different speech signals 
generated by controlled environment. It uses a combination 
of features based on Short Time Energy (STE), start-point 
end-point detection, Mel Frequency Cepstral Coefficient 
(MFCC) is to detect the nearest recorded emotion from 
database. 
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2.1  Short Time Energy (STE) 

     The energy content of a set of samples is related by the 
sum of the square of the samples. It gives little information 
about the time-dependent properties of the speech signal. It 
is very useful to select the threshold for start-point & end-
point detection. To calculate STE the speech signal is sampled 
using a rectangular window function of width 𝜔 samples, 
where 𝜔 ≪ 𝑛. Within each window, energy is computed as 
follows [13]: 

 

 Where, e = Energy of a particular window 

             𝑥𝑖 = Indicating ith sample 

2.2 Zero Crossing Rate (ZCR) 

     A zero crossing is said to occur if successive samples have 
different algebraic signs. In other words we can say that ZCR 
of an audio signal is a consistent of the number of times the 
signal crosses the zero amplitude line by passage from a 
positive to negative or vice versa. It is very useful for 
detecting voiced and unvoiced part of a signal as well as for 
the start-point & end-point detection [12]. The audio signal is 
divided into temporal segments by the rectangular window 
function and zero crossing rate for each segment is computed 
as below, where 𝑠𝑔𝑛(𝑥𝑖 ) indicates the sign of the 𝑖𝑡ℎ sample 
and can have three possible values: +1, 0, −1 depending on 
whether the sample is positive, zero or negative. 

 

Where, ( ) = 1 ( ) ≥ 0 

                              = −1 (𝑥𝑖) < 0 

2.3 Start-point & End-point Detection  

     Computation of these points is more beneficial as they are 
used to remove background noise and made voice signal 
better than previous signal. Start point of any voice signal 
provide the exact starting location of voice sample based on 
STE and ZCR values, so that all previous unwanted samples 
would be removed and new voice signal would be created. 
This same process is also applied to detect end points of any 
voice signal. 

3. Features Extraction Technique  

     Feature extraction is a special form of dimensionality 
reduction. The main Purpose of feature extraction is to 
extract characteristics that are unique to each individual. In 
other words, they have represented that the feature 
extraction is a process of extracting best parametric 

representation of signals in order to produce a better 
performance of recognition emotion.  

     As survey shows that the MFCC gives good results as 
compare to other features for speech based emotion 
recognition system [11]. MFCC is the most axiomatic and 
popular feature extraction technique for speech emotion 
recognition. It approximates the human system response 
more closely than any other system because frequency bands 
are placed logarithmically here. The overall stepwise process 
of the MFCC is described and shown in Fig.2 [6]. 

 

Fig 2. Steps involves in MFCC [6] 

Step 1: Pre-Emphasis 

     This step processes the passing of signal through a filter 
which emphasizes higher frequencies. This process will 

increase the energy of signal at higher frequency.  

   

 

      The Pre-emphasizer is implemented as a fixed coefficient 
filter or as an adaptive one, where the coefficient is adjusted 
with time according to the auto-correlation values of the 
speech. The aim of this stage is to boost the amount of energy 
in the high frequencies. The drop in energy across 
frequencies is caused by the nature of the glottal pulse. 
Boosting the high frequency energy makes information from 
these higher formants available to the acoustic model. 

Step 2: Framing 

     The process of segmenting the speech samples obtained 
from analog to digital conversion (ADC) into a small frame 
with the length with-in the range of 20 to 40 msec. The voice 
signal is divided into frames of N samples. Adjacent frames 
are being separated by M (M<N).  

Step 3: Windowing 

     In this step processing is to hamming window each 
individual frame minimize the signal discontinuities at the 
beginning and end of each frame. The concept here is to 
minimize the spectral distortion by the window to taper the 
signal to zero at the beginning and end of each frame. 
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Hamming window is used as window shape by considering 
the next block in feature extraction processing chain and 
integrates all the closest frequency lines. If the window is 
define as, 

 N-1,                              

(4) 

Where N = number of samples in each frame 

                   N-1             

(5) 

Where  = Output signal 

             Input signal 

Hamming window, then the result of 

windowing signal is: 

    

Step 4: Fast Fourier Transform (FFT) 

    To convert the signal from time domain to frequency 
domain preparing to the next stage (mel frequency 
wrapping). When we perform FFT on a frame, we assume 
that the signal within a frame is periodic, and continuous 
when wrapping around, the equation below: 

 

Step 5: Mel Filter Bank 

     Psychonomics studies have shown that human perception 
of the frequency contents of sounds for speech signals does 
not follow a linear scale. Thus for each tone with an actual 
frequency, f, measured in Hz, a subjective pitch is measured 
on a scale called the ‘mel’ scale. The mel frequency scale is 
linear frequency spacing below 1000 Hz and a logarithmic 
spacing above 1000 Hz. Therefore they have used the 
following approximate formula to compute the mels for a 

given frequency fin Hz:  

 

 

Fig.3 Mel filter bank [12] 

     The subjective spectrum is to use a filter bank, spaced 
uniformly on the mel scale. The filter bank has a triangular 
band pass frequency response. The bandwidth of each filter 
is determined by the center frequencies of the two adjacent 
filters and is dependent on the frequency range of the filter 
bank and number of filter chosen for design. The bank of 
filters corresponding to Mel scale as shown in Fig.3 [12]. 

     This above Fig.3 depicts a set of triangular filters that are 
used to compute a weighted sum of filter spectral 
components so that the output of process approximates to a 
Mel scale. Each filter’s magnitude frequency is triangular in 
shape and equal to unity at the center frequency and decline 
linearly to zero at center frequency of two adjacent filters. 
Then, each filter output is the sum of its filtered spectral 
components. 

Step 6: Discrete Cosine Transform (DCT) 

     In this final step, they convert the log Mel spectrum to time 
domain. The result is called the MFCC (Mel Frequency 
Cepstrum Coefficients). This representation of the speech 
spectrum provides a good approximation of the spectral 
properties of the signal for the given frame analysis. The Mel 
spectrum coefficients being real numbers are then converted 
to time domain using Discrete Cosine Transform (DCT). 

Linear Predictor coefficient 

     The  LPC  method  considers  a  speech  sample  at  time  n, 
s(n)  and  approximates it by a  linear  combination of the 
past  p speech samples in the following  way[17]: 

      s(n-1)+ s(n-2)+…… s(n-p)         

(9) 

Where a1…. an constant coefficients. The eqn(9) including by 
an excitation term G(u(n)).  

 

Where G is the gain and u(n) is the normalized excitation. 
Transforming equation (10) to z-domain, 

(11) 

And the transfer function H(z) becomes, 

           (12) 

A linear predictor with coefficients αk is defined as follows: 
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The prediction error e(n) is defined as, 

 

     It is required to minimize this error for good prediction. 
Initially, speech is segmented into intervals of 10ms, over 
which speech is assumed to be stationary. For each segment, 
one has to calculate the LP coefficients. The error 
minimization, during the calculation of the predictor 
coefficients, is done over each segment [2]. Segmentation, 
however, brings with it a problem of its own, that of spectral 
leakage. To reduce this effect, each frame is multiplied by a 
hamming window is defined by, 

 

     Now, error is minimized in the least square sense, on each 
frame. 

= 2  

     Differentiate the above equation with respect to ak to 
obtain its minimum. Solving this equation gives the 
prediction coefficients for each frame. 

4. Classification Technique 

4.1 DTW (Dynamic Time Wrapping) 

     Dynamic Time Wrapping is based on dynamic 
programming techniques. This algorithm is to measure the 
similarity between two time series that can vary in time or 
speed. This technique is also used to find optimal alignment 
between sets of twice if a time series can be "deformed" non-
linearly by stretching or contraction along its time axis. This 
deformation between two time series can then be used to 
find corresponding regions between the two time series or to 
determine the similarity between the two time series. In 
Figure 4 shows, the example of how one set of times 
"deforms" another and each vertical line connects one point 
of a time series with its similarly similar point in the other 
time series. The lines have similar values on the y-axis, but 
have been separated so that the vertical lines between them 
can be seen more easily. 

If both time series in Fig.4 were identical, all of the lines 
would be straight vertical lines because no warping would be 
necessary to “line up” the two time series. The warp path 
distance is a measure of the difference between the two time 
series after they have been warped together, which is 
measured by the sum of the distances between each pair of 
points connected by the vertical lines in Fig.4. 

 

 

 

 

 

 

Fig.4: A Warping between two time series [11] 

Thus, two time series that are identical except for localized 
stretching of the time axis will have DTW distances of zero. 
The principle of DTW is to compare two dynamic patterns 
and measure its similarity by calculating a minimum distance 
between them. The classic DTW is computed as below [11].  

 

 

To align two sequences using DTW, an n-by-m matrix where 
the (ith, jth) element of the matrix contains the distance d 
(qi,cj) Between the two point’s qi and cj is constructed. Then, 
the absolute distance between the values of two sequences is 
calculated using the Euclidean distance calculation. 

         d (qi,cj) = (qi - cj)2        (18) 

Each matrix element (i,j) corresponds to the alignment 
between the points  qi  and cj. Then, accumulated distance is 
measured by, 

D(i, j) = min[D(i-1, j-1),D(i-1, j),D(i, j -1)]+d(i, j)   (19)   

4.2 Artificial Neural Network (ANN) 

     Artificial neural networks are the result of academic 
research using mathematical formulations to model the 
operations of the nervous system. The resulting techniques 
are being successfully applied in a variety of everyday 
business applications. The neural network is used to learn 
patterns and relationship in the data. The data can be the 
results of any research. Neural networks do not require 
explicit coding of problems. The neural network sorts 
through this information and produces and understanding of 
the factors affect sales. A very important tool for study the 
structure-function relationship of the human brain, Due to 
the complexity and incomplete understanding of biological 
neurons, several architectures have been reported in the 
literature. The ANN structures used for many applications 
often consider the behaviour of a single neuron as the basic 
computational unit for describing neural information 
processing operations. Each computing unit, i.e. the artificial 
neuron in the neural network is based on the concept of an 
ideal neuron. The goal of neural networks is to mimic the 
human ability to adapt to changing circumstances and the 
current environment. This depends to a great extent on being 
able to learn from the events that have occurred in the past 
and to be able to apply this to future situations [1].    
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4.3 Support Vector Machine (SVM) 

     Support Vector Machine classifiers are mainly based on 
the use of kernel functions to nonlinear mapping of input 
patterns into more dimensional space.  

 

Fig.5 Maximum – margin hyperplane [14] 

     Support Vector Machine (SVM) classifiers are also used for 
the problem of emotion recognition using speech and 
speaker recognition. Basically the idea of a support vector 
machine depends on two mathematical operations [14]: 

(i) Nonlinear mapping of input patterns into high- 
dimensional feature space. 

(ii) Construction of optimal hyper plane for linearly 
separating the features discovered in step (i). 

     The region delimited by these two hyper planes is called 
the "margin", and the maximum-margin hyper plane is the 
hyperplane that is halfway between them. SVM starts with 
the easiest classification problem: binary classification of 
linearly separable data. The training dataset of n points of the 
form, 

 

     Where  is an n- dimensional input 

vector for the ith example a real- valued space  ; yi is 

its class label, and yi is either +1 or -1 , +1 denoted is class 1 
and -1 is denoted class 2. SVM finds a linear function of the 
form,  

 

     Hence,  is a real valued function . 

  Is called the weight vector and 

 is called the bias. In principal, Support Vector 

Machine finds a hyper plane, 

 

The plane is called the separation hyper plane. The 
problem of finding the optimal separation hyper plane 
becomes an optimal problem as follows: 

- (23) 

=0 

0≤  

In SVM use of kernel function, denoted by k: 

                     

 

     Commonly used kernels include: 

   

(25)  

 

4.4 K- Nearest Neighbor (K-NN) 

     The nearest neighbor technique bases the classification of 
an unknown sample on the “votes” of K of its nearest neighbor 
rather than on only it’s on single closest neighbor. If the error 
costs are the same for each class, the estimated class of an 
unknown sample is chosen to be the class most commonly 
represented in the collection of its K nearest neighbor. 

Let, the K nearest neighbors to y be  and  be the 
class label of z. The cardinality of   is equal to k and the 
number of classes is l. Then the subset of nearest neighbor 
within class is [2]:  

 

The classification result  is defined as the 
majority vote: 

      

4.5 Gaussian Mixture Model (GMM) 

     Gaussian Mixture Model approach is proposed where the 
emotions of speech are modelled as a mixture of Gaussian 
densities. The use of this model is motivated by the 
interpretation that Gaussian components represent some 
spectral form dependent general emotion and the ability of 
Gaussian blends to model arbitrary densities. The advantage 
of loudspeaker models is mathematical traceability where 
the density of complete Gaussian mixtures is represented by 
the mean vectors, covariance matrices and mixing weights of 
all component densities [2].  
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Table 1: Summary of literature based on Berlin Emotion Database 

Publish  

(Year)  

Types of 
database 

Emotion Features Classifier Conclusion 

Elsevier 

(2011)[1] 

Berlin 
Emotional 
database 

 

Happy, Anger, 
Neutral, Sadness 
Surprised, 
Fearful 

Continuous, 
Qualitative, 
Spectral, 
TEO-Based 

GMM,SVM 

ANN,HMM 

MFCC+GMM 

Accuracy: 74.83-81.94% 

Average training time is smallest 

Elsevier 

(2015) 

[2] 

Berlin 
Emotional 
database 

Happy, Anger, 
Neutral, Sadness 
Surprised, 
Fearful 

MFCC, 
Wavelet 
feature, 
Pitch 
features of 
speech 

GMM, 

K-NN 

-GMM technique detect the ‘Angry’ 
emotion recognize with rate of 92% 
rate. 

-K-NN technique detect the ‘Happy’ 
emotion recognize with 90% rate. 

-GMM is best result.  

IEEE 
(2013) 

[7] 

Berlin, 
Japanese, 
Thai 

Happy, Anger, 
Neutral, Sadness, 
Fearful, Disgust 

MFCC, LPC, 
Pitch, 
Energy, ZCR 

SVM - Accuracy for Berlin database 89.80%, 
Japanese database 93.57% and Thai 
database 98.00% 

- Best accuracy in Thai database 

 
Table 2: Summary of literature based on Neutral Emotion Database 

Publish 

(Year) 

Types of 
database 

Emotion Features Classifier Conclusion 

IEEE 

(2007) 

[16] 

Neutral 
Speech 
database 

Anger, 
Happiness, 
Surprise, 
Sadness, Fear 

MFCC, 
LPCC 

 

GMMKL, SVM 
super vector, 
3rd order 
polynomial 

- GMMkl 

 divergence Kernel has the best 
performance in the gender-dependent 
and gender-independent 

IJCSI 
(2011) 

[6] 

Neutral 
Speech 
database 

Happy, Sad, 
Angry, Surprise, 
Neutral 

MFCC, 

ΔMFCC, 

ΔΔMFCC 

SVM, DTW - ΔΔMFCC(39) using DTW gives better 
accuracy 

5.CONCLUSION 

In this paper, a review of emotion recognition through 
speech signal system has been given. Speech emotion 
recognition systems based on the several speech feature 
and classifiers is illustrated. As per literature the speech 
signal analyses by using MFCC provide a spectrum factor 
which represents the exact vocal system for stored speech 
emotions. MFCC provide a high level of perception of the 
human voice and achieving high recognition accuracy. The 
DTW technique was able to authenticate the particular 
speaker based on the individual information that was 
included in the speech signal. The recognition accuracy 
obtain in [13], using Euclidian Distance was 57.5%. The 
classification accuracy of ANN is fairly low compared to 
other classifiers. The speed of computation is fast for K-NN 
classifier makes it as one of the optional techniques that can 
be used widely if time constraint is critical. The time of 
computation increased for GMM classifier when the number 
of speech features increased in training phase.   
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