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Abstract - Standard TCP (New Reno) is vulnerable to 
startup effects that cause loss of connection setup packets or 
result in long round trip time (RTT) greater than 1-second. 
When either of these events occurs, TCP New Reno resets its 
congestion state by reducing initial congestion window (IW) 
and slow-start threshold (ssthresh) values to 1 and 2 
maximum segment size (MSS) respectively. In this condition, 
TCP requires multiple round trips to complete delay-
sensitive transactions, thus resulting in poor user-
experience. This paper presents a new congestion control 
algorithm that makes TCP more responsive by increasing its 
robustness against startup losses. Our main contribution in 
this paper is performing extensive simulation studies to 
investigate dynamics of the proposed algorithm. The main 
result obtained shows that an average latency gain of 15 
RTTs can be achieved at up to 90% link utilisation, with a 
packet loss rate (PLR) of 1%. 
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1. Introduction 

The transmission control protocol (TCP) 1 is the main 
protocol used on the Internet for reliable delivery of data 
packets between communicating hosts. A TCP client 
initiates a connection to a remote Internet server using a 
three-way handshake (3WHS) procedure. In general, the 
client then submits a data request, which is processed by 
the server resulting in a data response. Once data 
transmission starts, TCP attempts to maximize throughput 
without causing congestion on the network. Several works 
have focused on designing new TCP algorithms with better 
throughput performance such as in 2345. 

Conversely, throughput performance is not the main 
requirement of short-lived interactive applications (e.g. 
web browsing and E-commerce), which account for a 
majority of TCP flows 67. Quite different from bulk 
transfers, interactive applications demand speedy delivery 
of few data chunks across the Internet within short delay 
bounds. Despite many algorithms proposed to solve this 
important problem 89101112, it still remains an open 
challenge for TCP. 

This paper proposes a new algorithm that aims to make 
standard TCP (New Reno) more responsive by increasing 
its robustness against startup losses. TCP New Reno 
interprets the loss of connection setup packets (i.e. SYN or 
SYN-ACK) as a signal for serious network congestion, 
prompting a sender to reduce its initial congestion 
window (IW) to 1 maximum segment size (MSS) and its 
slow-start threshold (ssthresh) to 2 MSS 13. This response 
increases latency of short-lived interactive applications by 

several round trips, thus significantly reducing end-user 
Internet experience.  

While ignoring the SYN congestion signal and starting with 
very large IW and ssthresh values negates TCP 
conservative principles, there are strong motives to use a 
less conservative approach. Firstly, random packet loss is 
quite a common occurrence when data traverses 
wireless/mobile network links e.g. due to high contention 
between multiple users sharing the radio channel, poor 
weather conditions, or when a mobile host is obstructed 
and suffers temporary link outages 1415. Also, network 
middle boxes such as firewalls, proxies, and network 
address translators, can erroneously drop SYN packets 
due to suspicion of unwanted or malicious traffic 1617. In 
a more general context, TCP inherently causes loss of 
packets (including the SYN and SYN-ACK) when probing 
for available capacity and trying to maximize throughput 
181920.  

This paper investigates performance of a newly proposed 
algorithm called ‘TCP SYN Loss (TSL) Startup Algorithm’ 
that uses a halving congestion response function during 
startup, which is less conservative than the current 
standard. After connection setup is completed, standard 
TCP congestion control is applied for the data transfer 
phase. Our proposed algorithm uses the following set of 
instructions. 
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The rest of this paper is organized as follows: Section 2 
presents the simulation setup that we use for the study. 
Section 3 then presents and discusses extensive 
simulation results before the paper concludes with a 
summary in section 4. 

2. Simulation Setup 
 
In order to investigate dynamics of the proposed algorithm, 
sets of simulations are performed with realistic models 
that represent Internet connections at different congestion 
levels. The network topology, application traffic, and 
transport model are discussed below. 

2.1 Network Topology 
 

An institution network normally has enough 
bandwidth to carry its own traffic. Similarly, the Internet 
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backbone is generally highly provisioned, though 
sometimes it can get congested 22. Conversely, the access 
link from an institution network to the Internet gateway is 
usually shared among multiple networks, and can 
reasonably be assumed to be the main bottleneck for 
wide-area Internet connections. Therefore simulations in 
this paper are performed using the single bottleneck, 
dumbbell topology illustrated in Figure 1. 

 
Fig. 1 Single Bottleneck Dumbbell Simulation Topology 

The available bandwidth at the end links is set high (i.e. 
1Gbps), which causes the 10Mbps Internet service 
provider (ISP) access link between the routers to be the 
bottleneck. The main direction of traffic flow is from the 
left side where HTTP servers are connected to the Internet 
router, while the traffic destinations are connected to the 
access router on the right side. 

2.2 Traffic Model 

The Packmime-HTTP traffic generator 23 is used to 
simulate TCP-level traffic generated on an Internet link 
that is shared by many web clients and servers. The most 
important parameter is the rate parameter, which controls 
traffic intensity i.e. average number of new HTTP 
connections started each second. The distribution of 
Packmime-HTTP web object request and response sizes 
are plotted below. Comparing the web object size 
distributions of Packmime-HTTP model to a recent 
measurement by Google, the statistics are closely matched. 
In fact the average size of web pages has increased over 
the years because the number of objects contained in each 
page have increased rather than the object sizes. 

 

Fig. 2. CDF of Packmime-HTTP Request and Response 
Sizes 

Each new HTTP connection has a random request and 
response size, and number of objects associated to it. 
Three TCP traffic types are differentiated based on size of 
the client request and server response: short-lived web 
requests, medium-sized web download, and long-lived 
FTP traffic.  

 Short-lived web requests, in which the total volume of 
data is not significantly greater than a few times the 
IW. Examples include small object requests, DNS 
lookups. 
 

 Medium-sized web downloads, when the flow 
transfers a volume of data that takes many RTTs to 
complete (e.g. with a volume less than ten times the 
total capacity of the network path). Such flows do not 
achieve steady-state throughput predicted by TCP 
throughput equation. Examples include web-
download, and email. 
 

 Long-lived FTP traffic, in which the total volume of 
data is greater than the network capacity and where 
the flow achieves a steady-state throughput with a 
maximum value that may be predicted by the TCP 
throughput equation. Examples include large file 
downloads, video streaming etc. 

In each simulation, the HTTP client-server pairs generate 
required traffic level using the formula below. 

                   ( )

   
                  (       )
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2.3  DelayBox 

DelayBox 24 is an NS-2 equivalent to dummynet, often 
used in network test beds to delay and drop packets. The 
delay box models the propagation and queuing delay 
incurred from the clients to server destinations.  

Since all HTTP connections in Packmime-HTTP take 
place between only two NS-2 nodes, there must be an ns 
object to delay packets in each flow, rather than just 
having a static delay on the link between the two nodes. 
DelayBox also models bottleneck links and packet loss on 
an individual connection basis. 

 

Fig. 3. CDF of HTTP Connection RTT Values 
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2.4  Transport Protocol 

TCP New Reno is the transport protocol used for all 
End-hosts with Selective Acknowledgement (SACK) 25 
enabled. However both Explicit Congestion Notification 
(ECN) and the Nagle algorithm 26 were disabled. Other 
TCP parameter settings are listed in Table 1. 

The TCP latency is calculated as the average response 
time of individual web object requests. NS2 code was 
changed to enable TSL startup algorithm i.e. choosing 
different values of IW and ssthresh upon SYN-ACK loss 
during the 3WHS. 

Table 1: TCP Simulation Parameters 

Parameters Value 

TCP Version New Reno  

Maximum Segment Size (MSS) 1460 Bytes 

Initial Congestion Window (IW) 3 MSS 

Initial Retransmission Timeout (RTO) 1 Second 

Maximum Receive Window 1000 Packets 

Segments Per ACK 1 

SACK Turned ON 

Nagle Algorithm Turned OFF 

ECN Turned OFF 

TSL Startup Turned ON 

IW after SYN Loss 1 / 3 

SSThresh after SYN Loss 2 / 16 / 1000 

2.5 Description of Simulation Graphs 

With the aim to evaluate performance of the different 
TSL variants, TCP implementation in ns2 has been 
modified to include an option that implements the TSL 
startup algorithm. This chapter performs sets of 
simulations that compare TCP to five TSL variants at 
different levels of congestion.  

The following notations are used to represent TCP and 
TSL variants. 

 TSL 1, 2 – IW = 1 and ssthresh = 2 after SYN-ACK loss 
 TSL 1, 16 - IW = 1 and ssthresh = 16 after SYN-ACK loss 
 TSL 1, 1000 - IW = 1 and ssthresh = 1000 after SYN-ACK 

loss 
 TSL 3, 2 - IW = 3 and ssthresh = 2 after SYN-ACK loss 
 TSL 3, 16 - IW = 3 and ssthresh = 16 after SYN-ACK loss 
 TSL 3, 1000 - IW = 3 and ssthresh = 1000 after SYN-ACK 

loss 

3. Simulation Results 
 

Each set of simulations is run with a constant average 
traffic load that fluctuates stochastically over time 

depending on application and transport protocol 
behaviour. A simulation run is terminated after a total of 
750,000 HTTP client-server connection pairs have been 
completed. This allows the sample metrics to reach a 
reasonable stable value with very low sampling errors. 
Also a warm up interval of 60 seconds is applied at the 
beginning of each simulation to disregard startup effects. 

The main results show impact of TSL startup on web 
transfers with cases of lost SYN-ACK segments. The impact 
of the transport protocol on network performance is also 
monitored based on packet loss rates and bottleneck link 
utilisation. 

3.1 Response Times of Web Connections with SYN-
ACK Loss 

In the first simulation, the response times of web 
connections that experience SYN-ACK loss are plotted and 
compared for the different startup algorithms. The 
response times are measured in units of RTT so that all the 
connections with different RTTs are normalized and 
presented in a uniform scale. The response times plotted 
do not include the 1-second initial RTO delay before the 
SYN-ACK is retransmitted. Hence the fastest response time 
is 2 RTTs, including the 3WHS. 

 

Fig. 4. Response Time (in RTT) of short web connections 
with SYN-ACK loss at 40% congestion  

The graph on the left in Figure 4 plots response times 
for object sizes between 1KB and 50KB. This results in a 
scatter plot with a stepwise function. The steps represent 
boundaries, which separate connections that can be 
completed in a minimum number of RTTs if no further 
losses occur after SYN-ACK retransmission. As can be seen 
in the graph, many connections deviate from the center 
where the best-fitting line would pass. The frequency and 
level of deviation largely depends on the startup algorithm 
employed. 

The graph on the right in Figure 4 shows the 
corresponding complementary cumulative distribution 

 2

 5

 10

 50

 100

 200

 500

 1  8  20  50

R
e
s
p

o
n

s
e
 
T

i
m

e
 
(
R

o
u

n
d

 
T

r
i
p

s
)

Web Object Size (KB)

Latency of All Web Connections with SYN-ACK Loss

SYN Loss Startup Algorithms
TSL 1, 2

TSL 1, 16
TSL 1, 1000

TSL 3, 2
TSL 3, 16

TSL 3, 1000

 0.01

 0.1

 1

 2  5  10  50  100  200

C
o

m
p

l
e
m

e
n

t
a
r
y

 
C

D
F

Response Time (RTT)

Response Time CCDF Distribution - 40% Link Utilisation

SYN Loss Startup Algorithms
TSL 1, 2

TSL 1, 16
TSL 1, 1000

TSL 3, 2
TSL 3, 16

TSL 3, 1000



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                 Volume: 05 Issue: 04 | Apr-2018                     www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2018, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |        Page 10 

 

(CCDF). The response times of the top 10% of connections 
is similar because these connections sizes are less than 1 
maximum segment size (1460 Bytes). Hence these 
connections are not affected by any congestion action 
apart from the 1-second SYN-ACK RTO delay. 

As expected, the brute-start variants result in fastest 
response times for majority of web object downloads, up 
to the 70th percentile. This is because brute-start variants 
can transfer up to 4.5KB in 2 RTTs if no further loss 
occurs. Furthermore, due to higher number of segments in 
flight, the brute-start variants are more robust to early 
packet losses (e.g. for the first and second RTT) as they can 
take advantage of limited transmit 27 and fast recovery 
algorithms. 

TSL 3,2 and TSL 3,1000 startup variants become 
progressively slower than TSL 3,16 as object size 
increases. This is due to slower acceleration and higher 
induced congestion respectively. Similarly, TSL 1,16 and 
TSL 1,1000 variants become progressively faster than TCP 
(TSL 1,2) as object size increases. Between the gentle-start 
variants, TSL 1,1000 has slightly higher tail latencies 
compared to TCP. 

3.2 Response Times of High RTT Connections 

In this section, response times of high-RTT connections 
are specifically examined. The RTT represents how much 
time it takes, regardless of object size, for a single 
transaction between the client and server. This means 
high-RTT connections are particularly affected by multiple 
numbers of round trips. For example, 20 RTTs results in a 
1 second delay for a 50ms connection, but a 500ms 
connection perceives a 10 seconds waiting delay. Almost 
50% of end-to-end connections have an RTT less than 
50ms. Hence for the purpose of this study, high-RTT 
connections are selected as those having an RTT that is 
greater than 50ms. 

 

Fig. 5. Response Time (in seconds) of high-RTT 
connections with SYN-ACK loss at 40% congestion 

The CCDF graph in Figure 5 shows that TSL startup 
reduces average response time by approximately 500ms 
at the 10th percentile, and by up to 3 seconds for the 
bottom 1% of high-RTT connections with SYN-ACK loss. 
Apart from measuring average performance, it is also 
important to consider individual HTTP flows to ensure 
latency fairness, which is assessed using the correlation of 
response times for web flows. The spread of responses in 
Figure 5 shows higher occurrences of extreme response 
times (above 10 seconds) when TCP is used compared to 
all the TSL startup variants. This proves that using TSL 
startup improves fairness for web flows, as the response 
times of individual connections are more closely 
correlated.  

Another interesting phenomenon that is observed in 
left graph of Figure 5 occurs for connections with RTT 
greater than 1 second. Due to the initial RTO value of 1 
second, these connections are assumed to have lost the 
SYN-ACK packet after 1 second, causing spurious SYN-ACK 
retransmission. However when the response to the initial 
SYN-ACK eventually arrives, the connection proceeds and 
finishes faster than connections with SYN-ACK drops. 

3.3 Response Time Distribution at High 
Congestion 

This section measures latency performance at very 
high congestion levels of 90% and 98% link utilisation as a 
worst-case scenario. High congestion may occur 
infrequently on a network link due to flash crowds of 
HTTP flows or due to initiation of simultaneous bulk 
transfers. 

At 90% link utilisation, all TSL startup variants 
continue to perform better than TCP for web transactions. 
However the overall web performance is considerably 
worse. For example, average TSL response time is 
increased from 20 to 50 RTTs at the top 10th percentile, 
and from 100 to 400 RTTs for the top 1 percentile. 
Similarly, average TCP response time is increased from 30 
to 60 RTTs at the top 10th percentile, and from 180 to 600 
RTTs for the top 1% of connections. 

Also at 90% congestion level, starting with large IW of 
3 segments causes collateral damage for self and other 
HTTP flows. This is shown on the left graph of Figure 6 
where the latency performance of brute-start variants for 
small web objects is similar or worse than other TSL 
variants, unlike the situation at 40% congestion. 

At 98% link utilisation, a number of TSL startup 
variants result in too high PLR, which ultimately results in 
worse average latency performance than TCP. In 
particular, keeping the ssthresh value at an infinitely high 
value does not benefit short web flows as TSL 1,1000 and 
TSL 3,1000 variants have highest web response time. 
Conversely, TSL 3,16 variant has the overall best 
performance across all the different congestion levels 
considered as it allows most object downloads to be 
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completed in one or few RTTs, and also accelerates with 
an appropriate speed to complete larger object downloads 
quickly, without causing too high congestion. 

 

Fig. 6 Response Time (in RTT) at very high congestion  

3.4 Average Response Times at Different 
Congestion Levels 

Figure 7 shows a summary of average web response 
times at different congestion levels. 

 

Fig. 7. Average response times (in RTT) of all connections 
with SYN-ACK loss 

 At low-to-moderate congestion (0-40% link utilisation 
level), TSL startup helps to reduce average web 
response time by 1-5 RTTs. 
 

 At moderate-to-high congestion (40-90% link 
utilisation level), TSL startup becomes more critical 
for protecting web flows from early congestion action. 
It reduces average web response time by 13 RTTs. 
 

 At very high congestion (greater than 90%), TSL 
startup worsens web performance, increasing the 
average response time by up to 70% for the worst 
case. 

Based on results obtained, some preliminary conclusions 
can be made: 

 TSL startup benefits web flows for faster completion 
time in most cases. 
 

 Starting with a larger IW after SYN-ACK loss is very 
useful because it allows up to 75% of web objects to 
be downloaded in a single round trip assuming no 
further losses occur. 
 

 If TSL startup is used, a mechanism that provides 
feedback is beneficial to interrupt its use over a short-
term basis while there is very high congestion. 

3.5 Average Packet Loss Rate 

This section reports average PLR of bottleneck link at 
40%, 90%, and 98% link utilisation levels when using TCP 
and TSL startup variants respectively. 

   

  

Fig. 8. Average packet loss rates measured with 95% 
confidence intervals 

TABLE 2. Percentage Increase in Average PLR at Different 
Congestion Levels 

Congestion 
Level 

Increase in Average PLR due to TSL Startup 
(%) 

TSL 1, 
16 

TSL 1, 
1000 

TSL 3, 
2 

TSL 3, 
16 

TSL 3, 
1000 

40% 0.268 0.93 0.038 0.42 2.329 

90% 0.86 1.18 2.32 3.13 3.49 

98% 5.74 6.66 6.43 6.745 7.093 
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Based on accumulated results summarized in Table 2, a 
number of conclusions can be drawn: 

 The level of performance degradation due to TSL 
startup depends on link congestion level. At 40% 
congestion level, TSL startup does not significantly 
increase the average PLR. However as congestion level 
increases, TSL startup becomes more harmful, with a 
higher rate of increase of average PLR. 
 

 At low-to-moderate congestion levels, keeping the 
ssthresh infinitely high causes higher PLR compared 
to keeping IW high. This can be explained by the fact 
that the congestion window grows too quickly, 
causing larger instantaneous buffer queues that are 
more susceptible to packet drops when a sudden 
traffic burst occurs. 
 

 At high congestion levels, collapsing the IW to 1 helps 
to keep the average PLR relatively low compared to 
when IW is kept high. This is because starting with an 
IW of 3 segments increases probability of causing 
packet losses at the already congested buffer queues.  
 

 When congestion is very high, it is very important to 
be conservative and reduce both IW and ssthresh to 
lowest possible values as practiced by standard TCP. 

3.6 Instantaneous Packet Loss Rate 

Figure 9 compares instantaneous PLR measured at 1-
second intervals for TCP and TSL 3,16 variant. The left 
graph shows that at 40% link utilisation, the loss 
behaviour is quite similar, with both algorithms 
experiencing occasional spikes in PLR above 10%. At 90% 
link utilisation (right graph), TSL 3,16 causes higher 
instantaneous PLR with a peak value of 26% compared to 
19% for TCP.  

 

Fig. 9. Instantaneous packet loss rates measured at 1-
second intervals 

Figure 10 plots CCDF of instantaneous PLR for 
different congestion levels. The average PLR only 
measures the average number of packets dropped during 
an arbitrary long period of time. This cannot adequately 
reflect packet loss of individual flows during a small 
period of time when the PLR fluctuates severely due to 
congestion. Related to this problem is a basic question of 
how correlated are the losses. This is better represented 
by the instantaneous PLR graphs plotted below. 

 

Fig. 10. CCDF of instantaneous packet loss rates at 
different levels of congestion 

For example a short web flow may suffer multiple 
losses at startup because a bulk FTP connection is 
occupying the router’s entire buffer. Conversely, an FTP 
may suffer losses because a new flow starts too 
aggressively, exceeding the available capacity at the 
bottleneck buffer. 

3.7 Average Link Throughput 

Overall, there is only a small impact on average 
throughput as a result of using TSL startup algorithms. 
The highest throughput drop is 1.484%, which occurs at 
98% link utilisation and using the most aggressive TSL 
variant. However, in most cases there is always a small 
decrement in throughput, which is a direct consequence of 
higher PLR. This result indicates a slight throughput 
tradeoff for lower web latency.  

TABLE 3. Percentage Loss in Average Throughput at 
Different Congestion Levels 

Congestion 
Level 

Decrease in Average Throughput due to TSL 
Startup (%) 

TSL 
1, 16 

TSL 1, 
1000 

TSL 3, 
2 

TSL 3, 
16 

TSL 3, 
1000 

40% 0 0 0.011 0.027 0.026 

90% 0 0.15 1.03 0.988 0.907 

98% 0 1.02 1.08 1.33 1.484 
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Fig. 11. Average link throughput measured with 95% 
confidence intervals 

3.8 TCP Fairness Measure 

New congestion control mechanisms are required to 
interact fairly with TCP. In most cases TCP fairness is 
estimated based on the bandwidth share (throughput) of 
the new protocol compared to TCP e.g. using Jains fairness 
index or Max-min fairness method. However when the 
metric of interest is latency, the conventional methods are 
not appropriate.  

 

Fig. 12. Heterogeneous Traffic Mix with Different Flows 
using TCP and TSL Startup 

For this simulation, the latency fairness is measured as 
the relative increment in response time of short TCP flows 
when there is an increase in volume of TSL flows in a 
heterogeneous traffic scenario. A number of simulations 
are performed with a varying traffic mix of HTTP flows 
that use TCP and TSL startup respectively. For each 
simulation the average traffic level is kept constant at 40% 
link utilisation.  

Figure 12 shows that as the percentage of TSL flows 
increases (left to right), average response time of both TSL 
and TCP flows is reduced accordingly. This means that 
when a number of Internet hosts implement TSL startup 
algorithm, performance of older TCP versions is not 
negatively affected but rather they also benefit from faster 
web response time. 

4. CONCLUSION 

In principle, TCP should be able to operate seamlessly 
over a wide spectrum of communication systems ranging 
from fast hard-wired connections to slow wireless 
connections. In reality, many standard TCP mechanisms 
are not well suited for lossy and long-delay Internet paths, 
creating possibility of degraded performance in specific 
scenarios. This paper presented TSL startup algorithm, 
which decouples TCP congestion control used during the 
startup phase from the data transfer phase. By using a 
gentler loss response function, the TSL startup algorithm 
improves TCP robustness against non-congestion related 
packet losses that occur due to various startup effects. The 
key results are summarized below.  

I. TSL startup reduces web latency for all link types 
investigated. Average latency gain of 15 RTTs is 
achieved at 90% link utilisation. 

II. TSL 3,16 variant has best overall performance due to 
three main reasons. The first is related to web object 
size distribution, which majorly consists of small 
sizes that can fit into 3 segments. Also starting with 
3 segments allows the sender to be more robust to 
early loss of data packets. Third, when the ssthresh 
is infinitely high, there are long-lived flows that take 
advantage of TSL startup to grow their cwnd too 
quickly, causing collateral damage for other short 
flows. Highest individual latency gains occur for 
connections with high-RTT. 

III. TSL startup reduces web latency at low, moderate 
and high congestion levels. However when the link is 
almost fully utilized (98%), then there can be no 
latency gain due to high number of buffer drops. 

IV. There are many cases where increase in PLR at 
bottleneck link due to use of TSL startup is 
negligible. For example at 40% link utilisation, the 
increase in average PLR is less than 1% unless the 
most aggressive TSL variant is used (TSL 3,1000). 

V. On average, TSL startup does not considerably 
increase average PLR for all links investigated. The 
only exception is for 98% link utilisation where TSL 
startup increases average PLR by up to 7%. 

VI. The reduction in web latency is achieved at the 
expense of slight reduction in link utilisation and 
throughput of long-lived flows. This is a consistent 
trend exhibited in all simulations performed and can 
be considered a positive consequence as it increases 
fairness to short flows. 
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