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Abstract - Committing crimes and becoming a victim of such 
brutal crimes has become unfortunately too easy in today’s 
world and protection from such crimes has become a necessity. 
Our project aims to curb these high crime rates. We introduce 
data mining and clustering algorithms to predict the 
occurrence of crimes. Fuzzy C-Means is a useful technique to 
cluster offenders, identify various crime patterns, and analyze 
crime data. Data mining algorithms extract relevant and 
unique information and patterns from crime records. 
Clustering is done based on location of crime, gangs/offenders 
who are involved in the said crime and the date and time of the 
committed crime. 
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1. INTRODUCTION  
 
Crime is the prime concern of this paper. Crime can take 
place at any time and in any region of the country. Most of 
the law enforcement agencies are focused on creating a tool 
through which future crime location can be detected. These 
tools are based on the large collections of data. Crime 
records are first designated based on the type of crime, then 
analyzed after which important crime hot-spots are 
identified and lastly, pre-diction and prevention of future 
crimes is performed. These steps are very needful in crime 
analysis. 
 

2. LITERATURE SURVEY 
 
Existing papers and techniques essentially talk about the 
various tools which can be used for data mining [3]. They 
give an idea about fuzzy set theory and fuzzy clustering 
techniques. Many papers have reviewed several clustering 
techniques that have been studied for Criminal Profiling [1] 
and have come up with the result that Fuzzy C clustering is a 
better technique to predict and prevent criminal activity. 
 
A Fuzzy C-Means based clustering perspective is proposed to 
find similar sub sets from the crime data [2]. When crime 
records are handled manually, sometimes the charges may 
be ignored by the police, resulting in inaccurate data 
collection. Because of the large number of serious crimes, 
minor complaints may be ignored. 
 
Our proposal is to develop a system of improved and 
enhanced features. In our system, we perform data 
clustering using Fuzzy C-Means (FCM) algorithm, performing 
location based clustering and predicting the crime details. 

The proposed system aims at overcoming the limitations of 
the existing system. The system aims to provide proper 
security and reduce manual work. 

 

3. PROPOSED SYSTEM 
 
Data clustering can be done in various ways. In this paper, 
we have compared two most widely used clustering 
algorithms: K-means and Fuzzy c-means algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1. Flowchart of proposed system 
 

3.1 Proposed Methodologies 
 
 There are various methods and systems in place to collect 
and analyze data. One such method is the Fuzzy system 
which has been used in this paper. 
 
This is one of the most commonly used tools for the data 
collection and filtering. The filtering mechanism will be 
accomplished by the use of rules of fuzzy. These rules are 
based upon the IF-THEN rules [3]. The conditions are 
specified within the IF condition. The conditions if satisfied 
then result will be obtained. If the condition is false then the 
result will not be obtained. Fuzzy sets are created in this 
case. Membership functions are also needed to be defined. 
The membership of the given data will be done by 
determining whether membership function result in 0 or 1. 
Fuzzy system consists of input stage, processing stage and 
then output stage. The fuzzy rules will be represented as If 
temperature is “low” THEN heater is “High” 
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Various truth values are used within the fuzzy system. These 
truth values are used in combination with AND, OR etc. if we 
require that both the conditions must be true then AND will 
be used. If either of the conditions can be true to produce the 
result then OR can be used. 
 
3.2 K-means clustering 

 
K-means is a technique of clustering records into a 
determined number of unique clusters. The”K” refers to the 
number of clusters specified. There are various distance 
measures which determine the cluster to which an 
observation is to be assigned. This algorithm strives to 
minimize the measure between the centroid of the cluster 
and the given observation by iteratively assigning an 
observation to a cluster and terminate the loop when the 
smallest distance measure is obtained. 
 
Following is the overview of the algorithm: 
 
1. The sample space is initially partitioned into K clusters 
and the data elements are randomly assigned to the clusters.  
 
2. Then for each sample:  
 

A. The distance from the element to the centroid of the 
cluster is evaluated.  
 

B. IF the sample is closest to its own cluster THEN leave it 
ELSE select another cluster.  

 
3. Repeat steps 1 and 2 until no elements are moved from 
one cluster to another. When step 3 terminates the clusters 
are stable and each sample is assigned a cluster which 
results in the lowest possible distance to the centroid of the 
cluster.  
 
Common distance measures include the Euclidean distance, 
the Euclidean squared distance and the Manhattan or City 
distance. We use the Euclidean distance to measure the 
distance between an element and the centroid.  
 
The squared Euclidean measure corresponds to the shortest 
geometric distance between two points.  
 
A faster way of determining the distance is by use of the 
squared Euclidean distance which calculates the above 
distance squared.  
 

3.3 Fuzzy C means clustering 
 
In FCM, each data point is assigned a membership value 
that denotes the degree of its belongingness to that 
particular cluster. The addition of all the membership 
values for each data point should be one. 
 
With fuzzy c-means, the centroid of cluster is computed 
by: 

•Choose a number of clusters. 
 
•Assign coefficients randomly to each point to form 
clusters.  
 
•The algorithm needs to be repeated until merged (that is, 
the change in coefficients between two iterations should 
not be more than the sensitivity threshold value): 
 
• Centroid computation for each cluster. 
 
•For each data points compute the coefficient of it being in 
that cluster. 
 
The overall procedure consists of three main steps: 
 
1. Clustering the raw data.  
 
2. Producing the membership functions from the data.  
 
3. Creating the fuzzy inference system.  
 

 
 
 
 
 
 
 
 
 
 

Fig. 2 Fuzzy c means clustering 
 

 
Let X = {x 1 , x 2 , x 3 ..., x n } be the set of data points and V = 
{v 1 , 
 
v 2 , v 3  ..., v c } be the set of centers. 
 
1) Randomly select ‘c’ cluster centers.  

 
2) Calculate the fuzzy membership using:  
 

         (1)  
3) Compute the fuzzy centers using: 
 

(2) 4)  
 
Repeat step 2) and 3) until the minimum value is achieved or 
||U (k+1) - U (k) || < β. 
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where, 
 

‘k’ is the iteration step. 
‘β’ is the termination criterion between [0, 1]. 
‘U = (µ ij ) n*c ’ is the fuzzy membership matrix. ‘J’ is 
the objective function. 

 

3.4 Naïve Bayes classifier 
 
There are various predictive methods that help police 
departments determine when and where crime will happen 
before it actually happens. In this analysis, we will focus on a 
simple predictive task of predicting which gang has 
committed the crime. For this, we are using the Naïve Bayes 
[5] approach. 
 
In classification, posterior probability can be interpreted as: 
“the probability that a particular element belongs to class i1 
given its observed values”. It can be expressed in simple 
words as follows: 

 
Posterior probability = (conditional probability * prior 
probability) / evidence 

 
Let 

 
 xixi be the feature vector of sample 

i,i{1,2,...,n}i,i{1,2,...,n} ,  
 ωjωj be the notation of class j,j{1,2,...,m}j,j{1,2,...,m},  
 and P(xi|ωj)P(xi|ωj) be the probability of observing 

sample xixi given that it belongs to class ωjωj .  

 

 
 

Fig 3. Crime prediction using Naïve Bayes algorithm 
 

The general expression of the posterior probability can be 
denoted as: 
 

 
 

(3) 
 
Under the naive assumption, the class-conditional 
probabilities or (likelihoods) of the samples can be directly 
approximated from the training dataset instead of 
evaluating all possible values of x. Thus, the class 
conditional probability of a d-dimensional vector x can be 
evaluated as: 

 
                                                                                                     (4) 
 

4. COMPARISON OF CLUSTERING ALGORITHMS 
 
From the above analysis we found the following differences 
in the K-means and Fuzzy C-means techniques: 

1. Fuzzy c handles uncertainty condition of the data. 
 

2. Unlike k-means, fuzzy c can be applied on both, numeric 
as well as categorical data. 

 

3. In fuzzy c an object can have a membership degree of 0 
to 1 whereas in k means clustering, an object can either 
have a membership degree of 0 or 1. 

 

4. Fuzzy c algorithm takes more time to execute as the 
number of calculations is extensive whereas k-means is 
much faster. 

 
5. EXPECTED RESULTS 

 
 
As per our expectations, Fuzzy clustering is proposed to 
address the issue in which a criminal can belong to more 
than one cluster at a time depending on the degree of 
membership or probability going by the nature of criminals 
who can belong to as many groups as possible. 

 
The expected dataset shall look something of this kind on 
the basis of which we shall perform clustering and 
prediction. 

 

 
 

Fig 4. Dataset for crime prediction system 
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Based on the issues identified above, the proposed Fuzzy 
Clustering will examine how real life data can be integrated 
and analyzed to produce "profiles" of activity and behavior 
of criminals. The aim is to provide investigators with rich 
sources of intelligent information which can be used to 
predict and prevent criminal activity. Fig 5 below reveals the 
probability of an arrest for a category of crime. After the 
clustering of the crimes dataset, we can make a graph 
showing the probability of arrest which will help in 
predicting the possible perpetrators. It is shown that 
Narcotics offenses have the highest probability at around a 
97 percent chance of a arrest given an offense. Others have 
lower probabilities of arrest such as Homicide with about a 
50 percent chance of arrest. We think that the crimes that 
are easier to solve have a much higher probability of arrest 
than crimes that are harder to solve. 
 

 

 
Fig. 5 Probability of arrest for given offense 

 
Our first predictive task was to predict arrests for reported 
crimes. A prediction can be shown in the following format – 
 

CASE NUMBER ARREST MADE 

HM776500 0 

 
Fig. 6 Prediction result of Naïve Bayes 

Where the first column is the case number and the second 
column is whether or not an arrest will be made for this case 
number. 
 

6. CONCLUSION 
 
Attribute weightage-based clustering algorithm was 
developed for finding similar sub sets from crime data. The 
existing technique was modified in three ways, such as i) 
new attribute weightage scheme, ii) suitability to mixed data, 
and iii) Using FCM-based clustering instead of k-means. The 
performance of the proposed clustering algorithm is 
analyzed based on clustering accuracy with the K-Means 
algorithm. From the experimental results it is observed that 
proposed FCM method has better accuracy than the K-means 
method. In further enhancement of the system, duplicate 
crime data detection can be performed as many times crime 
records might not be carefully organized causing distortions 
in clustering and prediction. The “Meat” of the record can be 
extracted as the whole record may be a collection of a lot of 
data which is irrelevant or something completely unrelated. 
It will be good for the system to tag the part of the record 
that is most likely related to the crime (actual record) and 
those who are unlikely to be related. Furthermore, the less 
domain knowledge required the better. 
 
In our future scope there could be an implementation of the 
project on the datasets of Indian crimes and cities. 
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