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Abstract -  
In this paper, a mathematical model of a PV grid connected 
two-area power system with 45% penetration level is 
presented. The models of the thermal power system and the PV 
system are explained as well as the connection between both 
systems. In addition, the system frequency errors, due to 
various cases of load changes in this PV connected power grid 
are studied using MATLAB/Simulink simulation.  
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1.INTRODUCTION 

As the contribution of renewable energy is becoming an 
essential part of the power generation, it is of critical 
importance to study the effects of this increased penetration 
of the renewable energy sources on the power system and 
the potential problems associated with it. The load frequency 
control (LFC) is one of the main points to be considered in the 
study of this interconnected system. [1] In order to be able to 
design controllers for this interconnected system, a reliable 
mathematical model should be established for both the 
thermal power system and the PV system and their 
interconnection.  

Section 2 of this paper presents the model of a two-area 
power system connected to PV system. The detailed 
explanation relative to the mathematical model of the PV 
system along with its corresponding calculations are 
explained in section 3. In section 4, by combining the two 
systems studied in sections 2 and 3, the overall PV grid 
connected two- area power system has been constructed and 
the effect of PV penetration on the frequency behavior of the 
power system. Moreover, the frequency response due to 
various load changes are also presented through this section.  

2.MODELING THERMAL POWER SYSTEMS 

A typical thermal power plant consists of a governor to 
monitor and measure the system speed changes and to 
control the valve, a turbine which transforms the input 
energy (in this case coming from the steam) into mechanical 
energy that is the input to the generator, which transforms 
this mechanical energy into electrical energy. The reheater 

makes the system more efficient as it reheats the steam to 
keep the same high temperature of the steam that enters the 
governor. [2]  

In this section the specific mathematical model of each area 
has been presented along with the response of each area in 
this system without controllers. The integral controller is 
required in both areas, since, in general, one of the criteria to 
be met for the system frequency in a thermal power system, 
is a zero steady state error (△f=0 change of frequency=0; i.e. 
frequency remains constant at 50Hz). Note that as the 
integral controller adds one state variable to the model of the 
system, it has been included to the models that will follow. 

2.1Mathematical Model of Area 1 

The state model of the first area in the given thermal power 
system containing integral controller is presented here. Table 
1 shows the parameters that were used in this modeling. 
Moreover, the block diagram corresponding to this model is 
presented in Figure 1. 

Table -1: Parameters of the thermal power system 

Parameter Definition Value 

 Governor time constant 0.08 

 Droop 2.4 

 Turbine time constant 0.3 

 Reheater time constant 10 

 Reheater gain 0.5 

 Generator time constant 20 

 Gain constant 120 

 

 

The change in the power of the load △Pload is acting as the 
disturbance input to this area. Using x1 to x5 as the state 
variables of the system, the following state equations 
(Equations 1-5)   represent area 1. Clearly the additional state 
variable is due to presence of the integral controller. The 
purpose of adding this integral controller is due to its positive 
impact on the system frequency response improvement 
which will be observed when it comes to the discussions of 
the system respond. A value of integral controller gain Ki=0.6 
has been chosen.  



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 05 Issue: 02 | Feb-2018                      www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2018, IRJET       |       Impact Factor value: 6.171       |       ISO 9001:2008 Certified Journal       |   Page 1859 
 

 

 

 

 

 

 

Accordingly, the state model of the thermal power system 
with an integral controller becomes the following  (Equations 
6 and 7).  

 

2.2 Mathematical Model of Area 2 

Table -2: Parameters of area 2 model. 

Parameter Definition Value 

 Governor time constant 0.08 

 Droop 2.4 

 Turbine time constant 0.3 

 Reheater time constant 0.5 

 Reheater gain 7 

 Generator time constant 0.37 

 Gain constant 1.428 

 

Table 2 shows the parameters corresponding to the state 
model of area 2 and Figure 2 shows the block diagram of this 
area. The state space equations of this power system have 
been calculated as follows (Equations 8-12). This model 
includes the integral controller in order to eliminate the 
steady state error. 

 

 

 

(1) 

(2) 

Fig -1: Block diagram of area 1. 
 

(3) 

(4) 

(5) 

(6) 

(7) 

Fig -2: Block diagram of area 2 in the thermal power system. 

(8) 

(9) 

(10) 
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In matrix form, we have 

 

 

3.PV SYSTEM MODEL 

In order to connect a PV array to a thermal power system, 
having the knowledge and applying the rules of power 
electronics would be of importance. [3 & 4] After obtaining 
the power output from the PV array, the first stage of this 
connection with the thermal power system is to use the boost 
converter. It increases the voltage to a suitable level, so that 
this voltage can be used as an input for the second stage of 
diagram which is the inverter. The inverter produces an AC 
current in order to be compatible with the AC nature of the 
power input applied to the grid and to be synchronized with 
its voltage and current.  [3] The input to the PV system 
connected to the grid is the output of the PV array which is a 
DC current.  

The system in this work consists of 150 30kW connected 
arrays with a constant voltage source of 6kV at the PV array 
side. [5] The PV is at a low voltage and low power side, 
usually in inverter-based PV systems connected to grids, with 
the power in order of 1kW to a few MW. [6]  

The maximum power point (MPP) is the point at which the 
maximum output power is obtained. It occurs only at a 
certain voltage value. [7] The MPP of this connection of solar 
arrays is at  which gives an MPP of 4.5MW. This is 
suitable for the current application because the maximum 
load of the thermal power system is 10MVA.  

The output of the solar cell/array is always DC. If this output 
is measured for a long period of time (i.e. hours) is nonlinear. 
However, when it’s measured in terms of seconds (which is 
the period required to be considered for designing 
controllers to the system) will be resulted to a constant DC –
shape voltage. In fact, even when a change occurs on the 
voltage, over a long period of time due to a change of 
temperature or solar irradiance, it varies from a certain DC 

value to another DC value (different amplitude but it remains 
a constant DC). 

Moreover, because the PV array acts as a simple PN junction 
diode and the output is a DC current, [8 & 9] the ideal PV 
array circuit has no order; i.e. does not add state variables to 
the system model. That is why the output from that solar 
array is taken directly into the PV system, as it will not affect 
the calculations of the state model. 

Before going into the details of each block, all the parameters 
that will be used in the PV systems are summarized in Table 
3. Figure 3 shows the process in the photovoltaic system 
designed for the grid studied in this paper. 

Table -3: Symbols used in the PV system model. 

Symbol Definition 

 
Output voltage from the PV array (V) 

 
Voltage after the DC-DC boost converter (compatible with grid 

voltage) (V) 

 
The gain between the DC voltage and the AC voltage in the system 

 
Boost converter gain 

 
Output current from the PV array (amp) 

 
Current after the DC-DC boost converter in the PV system (amp) 

 
The inverted current in the PV system (amp) 

 
Instantaneous power of the PV system (W) 

 
Average power of the PV system (W) 

 
Phase grid voltage (V) 

 
System frequency (rad/s) 

 

Fig. -3: General block diagram of the connection between 
the PV array and the grid. 

Considering Figure 3,  is shows that the first stage in the 
connection between a PV system and power system is the 
DC-DC boost converter is used in order to connect PV system 
to the grid. In the ideal case, this converter is just a gain. To 
obtain this gain, it is important to know the total gain 
required between the DC voltage and the amplitude of the 
final AC voltage (m) as shown in Equation 15. 

 

(11) 

(12) 

(13) 

(14) 

(15) 
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The value of  is ideally less than 0.866, and it has been 

chosen in this model to be 0.7. The PV system operates at a 

constant DC voltage , while the output current 

and power of the PV arrays change according to the 
irradiance of the sun and the temperature. [5] Since this DC 

value is constant, by choosing  for this specific system, the 

amplitude of the AC voltage will also remain constant, 
leaving the AC current and power to vary along with the 
changes. 

This  can now be used in the calculations to find the value 

of the voltage required after the boost converter  as 

shown in Equation 16. The photovoltaic system is applied at 
the low voltage side of the grid and the RMS value of the grid 
line voltage of the conventional system that is considered 
here is 11kV. This means that the grid phase voltage is 

kV. This is the value that will be used 

since in this photovoltaic system only one phase (phase A) is 
considered. There are two other phases (B and C) providing 
the system with the same power but with a certain phase 
shift. 

 
Accordingly, the boost converter gain can be calculated as 

 
Since , therefore, assuming an ideal DC-DC 

boost converter (with the switching frequency much higher 
than the system dynamics), the gain for the boost converter 

is  representing the first transfer function (Equation 

18): 

 
The next stage is the DC-AC inverter which converts this DC 
current to an AC current that will be suitable for the 
connection with the conventional AC based power system. 
The transfer function can be obtained by dividing the 
Laplace transform of each term. 

The AC current (  is simply given by the form 

, and this has a Laplace transform of , 

where . Similarly,  

 (the current after the boost converter) is a DC value so it 

has the Laplace transform of  . Therefore, the transfer 

function of the second block (current inverter) is Equation 
19: 

 
 
 

Figure 4 shows the inverted current resulting from the 
current inversion stage in the model presented. Two periods 
in the graph are between 45ms and 5ms which is 40ms. 
Therefore, the frequency of the current is 2/40ms=50Hz, 
which is the system’s frequency as expected.  
 

Fig. -4: Current Inversion from DC (after boost converter) 
to AC with 50Hz (system frequency). 

 
The third stage is to convert this current to instantaneous 
power to match the output of the thermal power system. 
Thus, the input from the PV system to the grid should also be 
in terms of power. The transfer function of this block can be 

obtained similar to the method of obtaining . First, the 

instantaneous power p(t) is given by Equation 20. 

 

The gain  is an impedance which is is purely resistive. 

Taking the Laplace transform of Equation 20 gives Equation 
21.  

 

where  is the same expression obtained previously. 

Therefore, the transfer function for the conversion from AC 
current to instantaneous power is Equation 22: 

 

The instantaneous power has double the frequency of the 
inverted current because the equation of instantaneous 
power is given by the multiplication of two cosine waves 
(the current and the voltage) each of which has a frequency 
of 50Hz, and by the trigonometric identities, this produces a 
cosine wave of double the frequency. Thus, a frequency of 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 
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100Hz can be seen on the graph shown in Figure 5 for the 
instantaneous power. One period occurs between 2.6ms and 
12.6ms, i.e 10ms giving a frequency of 1/10ms=100Hz. The 
voltage and the current are in phase, therefore there is no 
reactive power going from the PV array to the grid. [3] 

Fig. -5: Instantaneous power from the photovoltaic system 
(100 Hz). 

Since the load in photovoltaic systems is purely resistive, the 
instantaneous power graph is expected to be completely 
offset in the positive y-axis (above the x-axis) which is the 
case in Figure 5. This explains why the instantaneous power 
has double the amplitude (9MW instead of 4.5MW), because 
the real negative peak of the original sine wave is at                  
-4.5MW, but with the offset that occurred, the negative 
amplitude shifted to the positive side making the -4.5 start 
from 0 and the 4.5 peak to shift to 9MW. 

However, the required output power of the PV system that 
will be a second input to the thermal power system is the 
average power not the instantaneous power in order to 
make them compatible with each other. [10] Thus, the last 
stage here is to convert the instantaneous power to average 
power. The equation for the average power in the time 
domain is Equation 23: 

 

 

which is expected since the load is purely resistive, and the 
average power would be a constant. The Laplace transform 
of the average power is 

 

To obtain the transfer function of the conversion from 
instantaneous power to average power after simplification 
(Equation 25), we have 

 

 

Figure 6 shows the final output of the PV system which is the 
MPP average power (4.5 MW) as expected because this is half 
of the amplitude of the offset instantaneous power graph. If 
the power was not purely resistive, then the real power will 
be less than 4.5MW because part of the graph of the 
instantaneous power will be below the x axis depicting 
reactive power. Connecting all the above blocks together 
leads to the full PV system which is shown in Figure 7.   

Fig. -6: Average power output of the PV (second input to 
thermal power system). 

(24) 

(25) 

(23) 

Fig -7:  Block Diagram of the PV system. 
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In order to obtain the state model of this PV system, the 
controllable canonical form method is chosen and applied as 
follow. Starting with the DC-AC inverter block, the 
controllable canonical form is obtained from the following 

state equations (Equations 26-28).  in the following 

equations represent the input to each sub-system. 

 

 

 

Giving the following state model (Equations 29 and 30) 

 

 

Realizing this state model into a block diagram is shown in 

Figure 8. 

Fig -8: DC-AC inverter block to obtain controllable 
canonical form. 

As to , the same steps are applied to obtain the state 

Equations (Equations 31-35)  

 

 

 

 

 

Leading to the state model (Equations 36 and 37), and Figure 

9 shows the detailed blocks in the canonical form for . 

 

 

 

Fig. -9: Instantaneous power blocks to obtain controllable 
canonical form. 

Similarly,  is also dealt with in the same manner with 

state Equations (38-40) 

 

 

 

In matrix form, we have 

 

 

Figure 10 shows the detailed blocks in canonical form. 

Fig. -10: Average power block to obtain controllable 
canonical form. 

Combining all of these state models for the sub-blocks into 
one state model gives the following state matrix (matrix 43). 

As to , since it is only a constant connected to the input, it 

is accounted for in the B matrix (matrix 44). C and D 
matrices are shown in matrices 45 and 46. 

 

 

 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(26) 
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C=  

D=  

Notice that these sub-blocks are interconnected, therefore, 
these extra connections need to be accounted for. To get 
these values of the interconnection, some state equations 
needed to be modified. The modified state Equations 47 and 
48 demonstrate how these values were obtained. The term 

 here in the full state matrix represents the input of the 

photovoltaic system rather than the input of each sub-block 
separately. 

 

 

 

 

Simplifying Equation 47 gives: 

 

In addition, to get the D matrix, the following calculation has 
been done by tracking how the output is directly related to 

the input. It can also be obtained directly from the final  

equation. 

 

An additional model that was also useful in some 
calculations is the full transfer function of the PV system 

shown in Equation 51, where ;  i.e. the output 

of the PV array which is the input to the PV system. 

 

 

4.PV GRID CONNECTED TWO-AREA POWER SYSTEM 

This section presents the connection of both the photovoltaic 
system and the single-area thermal power system that were 
previously explained. 

Note that during all of the mathematical calculations, “per 
unit (p.u)” is used for the element of power, which is why the 
power in Figure 7 is given in p.u. MVA. This is due to the fact 
that the values in the power system given by the transfer 
functions will result in a value of power in p.u. automatically. 
Therefore, in order to make the units compatible with each 
other before connecting both systems, the output power of 
the photovoltaic system also needs to be converted to per 
unit. Per unit system is a way of calculation so that all the 
values obtained from a certain system can be expressed as a 
ratio of one common value (which is the base value). [11]  

The base value is the reference with which all other values in 
the system are compared.  The base value of this thermal 
power system is 10MVA which is the rating of the generator. 
[11] Thus, compared with that scale, a change in load of 1p.u. 
is equivalent to a change of 10MW and a change of 0.5p.u. is 
equivalent to a change of 5MW (50% change in load). 

The base load of the power system is considered 10MVA in 
terms of apparent power, however, since the load is purely 
resistive, it means that all the apparent power is real power, 
and there is no reactive power. That is why it can be 
considered that the base value is 10MW. The average output 
power of the PV system is also compared to this base value 
of 10MW. For example, an average output power of 4.5MW 

in the PV system is equivalent to  and this 

is the value at MPP.  in the design of the PV system is 

modified according to this calculation to obtain the final 

output of the PV system ( ), which by its turn becomes 

the second input to the thermal power system, besides the 
first input which is the change in the power of the load 

 

The penetration level of PV in the conventional thermal 
power system also needs to be determined before the 
connection. PV penetration is defined as the rated PV 
capacity as a ratio to the total capacity of the grid. [5] The 
photovoltaic capacity is 4.5MVA=4.5MW (0.45 p.u.) and the 
total capacity of the system grid is 10MVA (1 p.u.). Therefore, 
there is a 45% PV penetration level in the system under 
study. 

According to these calculations and the previously explained 
models of the PV system and the two-area thermal power 
system, the connection is now possible.  

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

(49) 

(50) 

(51) 
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Area 1 and area 2 are connected first then connected to the 
PV system. For the connection of these areas together, there 
are 5 state variables from the first area and 5 state variables 
from the second. However, the interconnection adds one 
more state variable because of the tie-line power change 
giving a total of 11.  

As to the full model of the two-area system in terms of 
thermal power system, combining Equations 1-5 and 8-12 
along with the following modifications (demonstrated in 
Equations 52-56) give the state model accounting for the 
interconnected parts between both areas. The state model of 
the two-area system connected to PV is shown in matrices 
57-60. 

 

 

 

 

 

The system state matrix (A)= 

 

 

 

 

After the connection of this two-area model with the PV 
system, each area has two inputs; the input of change of load 
power and another input from the PV system connected to 
the grid. Therefore, for this interconnected system, it has four 

inputs ( , ,  & ) and two outputs 

which are the change in frequency of area 1 ( ) 
represented by the 1st state variable and the change in 

frequency of area 2 ( ) represented by the 6th state 
variable. Figure 11 shows both systems after being 
connected. 

The controllability and observability of the system have also 
been checked. The rank of both the controllability matrix and 
the observability matrix is equal to 11 which is the same as 
the number of state variables, therefore, the two-area system 
is controllable and observable. 

As to the stability of the two-area system, the eigenvalues are: 
-12.8774, -11.0897, -8.4731, -0.2412+ 5.7803i, -0.2412-
5.7803i, -0.2479+2.8600i, -0.2479 - 2.8600i, -2.5267,                 
-0.2152+0.1814i, -0.215-0.1814i &  -0.1439. All the poles 
(eigenvalues) are negative, therefore, the system is stable. 

Figure 12 shows the response of the two-area system without 
any controller (without even the integral controller), Figure 
13 and Figure 14 show the response of both outputs in this 
system with integral controller for various changes in load 
(reasonable change in load and an extreme change in load 
(50%)).  

It is observed from Figure 12 that without using the integral 
controller the steady state error does not diminish, which is 
not desired in standard applications. When including the 
integral controller, the steady state error requirement is met. 
Additional controllers need to be designed for the system to 
meet the other standard specifications of the settling time 
and the undershoot in power systems.   

Fig -12: Response of the two-area system without any 
controller due to 50% increase in load. 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

(59) 

(60) 
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Fig -11:  Block Diagram of the two-area system connected with the PV system. 
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system with integral controller) for 50% increase in load. 

 
Fig -14: Change of frequency of both areas (for the system 

with integral controller) for reasonable load. 
 

One of the objectives in this paper is also to determine the 
effect of the connection of a photovoltaic system to a thermal 
power system on the frequency of the system. This would be 
helpful in designing a controller that takes this effect into 
consideration. Figure 15 shows the response of the system 
before and after connecting it to a PV system with a 100% 
change in load, and Figure 16 for less than 50% load change. 
Both figures (15 and 16) show the response of area 1 in the 
two-area system. Table 4 also summarizes the responses to 
notice the effect of PV penetration on the system frequency. 
It can be clearly noticed that the effect of connecting PV to 
the system is in fact positive, because it helps the power 
system to match the load demand. Other research has also 
shown that the more the penetration of the photovoltaic 
array output in the conventional power grid, the less the 

deviation of the frequency output [12 & 13]. In [8], it is 
demonstrated that since PV only provides real power, then 
any shading will only affect the frequency negatively at the 
transmission level, not at the utility grid side. Therefore, the 
effect of PV connection to the grid has a positive effect on the 
frequency.  

 
Fig. -15: Comparison between responses of the system 

connected and unconnected to the PV system (100% load 
increase). 

 
Fig. -16: Response of the system with and without PV 

(for a reasonable change in load). 
 
Table -4: Comparison for the responses of the thermal 
power system with and without the connection to PV. 

 Without PV 
(100% 
load) 

With PV 
(100% 
load) 

Without PV 
(20% load) 

With PV 
(20% load) 

Settling Time (s) 19.7165 19.7165 19.7165 19.7165 

Undershoot (Hz) -3.679 -2.0239 -0.11039 -1.7663 

SSE (Hz) 0 0 0 0 

 
Fig -13: Change of frequency of both areas (for the 
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This positive effect on the undershoot could be explained as 
follows. The mechanical power generated from the thermal 
system equals the power of the load added to the power loss 
but subtracted from the power of the photovoltaic system as 
in Equation 61. [6] 

 

Thus, the PV system reduces the pressure on the thermal 
power system. This is because, in the graph (without PV) in 

Figure 15,  had to provide the system with the full 

power demand (1p.u.) which is why it settles down at this 
value. However, after the connection with PV (non-

dispatchable generator),  (dispatchable generator, i.e. 

the one in the thermal power system) is now providing only 
the remaining part of what the PV could not provide, keeping 
the power flow unchanged. [12] Therefore, it settles at a 
value less than 1p.u. as shown in Figure 17, i.e., the load is 
now distributed between the PV system and the thermal 

power system.  is a DC value as explained earlier and 

does not contribute to more oscillations nor takes time to 

reach the steady state.  Since this makes  provide for less 

load, it has a smaller undershoot. These factors affect the 

output ( ) positively by reducing the undershoot of the 

system, but not affecting the settling time neither positively 
nor negatively. 

Fig. -17: The mechanical power settling at a value less 
than that of the load change due to the penetration of PV. 

Another observation from the effect of the connection of PV 
to the system is that there is no difference in the settling 
time with the changes in load in the PV-connected thermal 
power system. The undershoot is the parameter that is 
improved. Thus, the PV system has no effect on the settling 
time of the deviation of frequency, but just on the 
undershoot of the system. 

Regarding the control of this PV grid connected two-area 
power system, it is to be noted that the source in the PV 
arrays (which is the sun) cannot be controlled unlike the 

thermal power systems where the amount of steam can be 
controlled based on the demand. [14] However, control can 
be done in the photovoltaic system connection to the grid in 
the DC-AC inverters. [7] It increases the efficiency of the 
system and ensures the operation at MPP. The Maximum 
Power Point Tracker (MPPT) is the controller that tracks the 
maximum power point and ensures that the system operates 
at this point most of the time. [9] 

Another control possibility in the PV system is the following 
case. When the input to the grid due to PV is more than the 
load demand at a certain point, power is inverted and is 
injected back to the AC side. It can also be stored in a battery 
if the system is connected to one. [4] The photovoltaic 
system can be controlled if there is a battery connected to it 
to improve the frequency control of the system. [15] 
However, controllers can be easily applied to the thermal 
power system in this interconnected system rather than to 
the PV in order to do the Load Frequency Control (LFC). 

5.CONCLUSION 

This paper presented a model of a PV system connected to a 
two-area thermal power plant with penetration level of 45%. 
The mathematical details of the full model have been 
explained. The effect of this connection on the power system 
turned out to be positive on the undershoot and had no effect 
on the settling time. This was proved by simulation results.  

The response of the full system was shown for various loads. 
Only an integral controller has been incorporated into the 
model of the system to ensure a steady state error of zero. In 
power systems, there are usually strict requirements for the 
undershoot and settling time, which would require the design 
of additional advanced controllers. 
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