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ABSTRACT: Our paper proposes a system, named Alternate Vision Assistance whose objective is to give blind people the ability to 
move around in familiar as well as unfamiliar environment, whether indoor or outdoor, through a user friendly voice interface 
and lead a safe and secure life like a normal being. By this project we not only are able to learn and stay updated with upcoming 
technologies but also contribute to welfare of the society. Here, a simple user friendly and cost effective smart guidance system for 
blinds is designed and implemented to guide both blind and visually impaired people in as many possible areas as needed on 
regular purpose. This device as a prototype model, in different situations is tested, simulating the role of a blind person being who 
is exposed to new surrounding areas. For example after doing this experiment, a chair that is 3-5 meters away is detected by the 
user, and then he walked towards it and used it. 

1. INTRODUCTION 

Visual impairment and blindness caused by various diseases has been hugely reduced, but there are many people who are at 
risk of age-related or as congenital visual impairment. Visual information is the basis for most navigational and recognition 
tasks, so visually impaired people struggle a lot because necessary information about the current environment is not available. 
Performing or organizing any kind of simple daily activity can be especially difficult; it is not easy for the blind to get aware of 
surroundings. With the recent advances in inclusive technology it is possible to extend the support given to people with visual 
impairment during their mobility. For example, in new surroundings, they cannot find a room or a specific area. Or that person 
cannot judge whether he is able to make an impact to other people in conversation or if other person is interested to listen 
what he is talking about in a conversation. New computer technologies referring specifically to deep convolutional neural 
networks here, recently there has been a rapid growth and development. We aimed to use computer vision technologies to 
help and benefit people with sight problems or losses. Our project proposes a system, named Alternate Vision Assistance 
whose objective is to give blind people the ability to move around in familiar as well as unfamiliar environment, whether 
indoor or outdoor, through a user friendly voice interface and lead a safe and secure life like a normal being. As we know that 
both audio and visual qualities are spatially and coexist. If one sense weakens, the other automatically becomes more trained, 
trusted and stronger ones. We explore the same possibility to understand surroundings by audio instructions or audio senses. 
Just by hearing that person can detect the spatial location of objects. Section 3 talked about the generation of 3D sound and 
different components of our prototype were introduced. The discussions are in Section 4. Then the report is concluded with 
the Section 5.  

2. OBJECTIVE 

Key focus is to guide them with an equipment that will be designed to assist them in navigational and detection of the arcade 
whose uses are not limited to only road guidance but also a supermarket shopper, household, office guide to ensure living at 
ease using the upcoming technologies like machine learning , deep learning and voice assistance. Visually impaired or blind 
people cannot identify whether a person is talking to them or paying attention to him or someone else during a conversation.  

We aim to create software using machine and deep learning for object detection and depth estimation with a voice assistant to 
be able to give the corresponding response to the person using it and notify him about the immediate surroundings and 
provide real time assistance via audio guidance. 
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Figure: 2.1 two main focus areas of this project are- 

1. Object identification and depth estimation 

2. Voice output 

So whenever the cane on which mini camera is installed is in use, it can detect the object in front of it and guide in certain 
ways. The software will make a 3D reality using the object identification and depth estimation algorithms and then notify the 
person about the objects in front of him and the approximate distance. This is how we provide an alternate vision or simply 
said a virtual assistance. 

3. METHOD 

3.1. Vision Simulation algorithm 

To efficiently identify surrounding entities, we investigated many existing identification systems which could classify presence 
of entities and evaluate them at various Sections of an image. Deformable Parts Model (DPM) utilizes root filters which slides 
detection windows over the entire image. R-CNN utilizes region proposal methods to produce possible bounding boxes in an 
image. Then, it applies various ConvNets to classify each box whose results are then synthesized again to output finer boxes. It 
shows a complex training pipeline, prolonged test-time and takes enormous storage space that makes it not very suitable for 
utilization in this Idea. 

Fast R-CNN max-pools proposed regions and unifies the computation of ConvNet for every proposal of the image and produces 
features of every region instantly. According to Fast R-CNN, it inserts a region proposal network after the last layer of ConvNet. 
Both methods accelerate the computational time and uplifts accuracy. The complexities for the pipelines of these methods is 
still high and optimization is very hard taking in account the requirement of real-time identification of entities, for this 
particular system, we utilize You Only Look Once (YOLO) model. YOLO efficiently provides a comparatively better entity 
identification with enormously accelerated speeds just by procuring and processing the image in one go. 

3.1.1 YOLO Model 

 

Figure: 3.1 the YOLO Model. 
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YOLO model partitions a picture into N×N grid unlike previous models which utilize region proposal methods. Each grid cell 
predicts B bounding boxes and boxes’ confidence scores for the prediction and detect if a class falls in the boxes. The 
confidence is which represents the score and thereafter the possibility of a class of object in that box and accuracy of the box

coordinates. So, every box in all has five distinct parameters to predict the class and confidence score of a particular object.  

3.1.2 YOLO Model ConvNet 

 

Figure: 3.2 Convolutional Neural Network (CNN) 

The ConvNet architecture is shown in Figure 3. The network comprises of 24 convolutional layers with 2 fully connected 
layers The ConvNet synthesizes the input images and extracts considerable features and the two fully connected layers are 
employed to predict the probability of the boxes coordinates and confidence score. The architecture of the network hugely 
uplifts the accuracy of the made predictions. The loss function of the final output depends on the x, y, w, h, prediction of classes 
and overall probabilities. In our project, we use pre trained YOLO weight to identify entities.

3.2. Depth estimation 

In order to combat the difficulty associated with the integration of depth cameras into the pipeline of our project, we go back 
to the user need for depth information. Firstly, human beings infer direction from binaural sound well, and the relative 
distance, namely object A being closer than object B or object moving closer and closer between the frames. However, the 
absolute distance is difficult to devise from binaural sound. This means that our image processing algorithm needs to provide 
exact directional information and the relative distance, but not the accurate depth. 

Thus, we will resort to estimating the direction and relative depth from an RGB image. We will be using GoPro Hero 3 since it ’s 
an extremely lightweight carry on camera with a broad field of view, high frame rate and wireless compatibility. Given the field 
of view of the camera, and the bounding box of the object, the direction can easily be estimated from the central pixel location 
of the bounding box. 

For the approximate depth, we shall assume a ‘default’ height for a particular class, let’s say a human being is assumed to be 
around 5.5 feet tall and chairs are assumed to be 2.5 feet tall. We will hard code this for each of the 20 classes in our classifier. 
Then, from the height of the bounding box and the default height of the object we can approximate the depth. 

3.3. Result filtering  

YOLO outputs the top few classes and their respective probability for each frame. We will take any one probability above 20% 
as a confident detection result i.e. we will set a threshold limit for confidence score for our model in order to filter out the 
negligible probability objects. To present the results to the user better, our algorithm will also have to decide whether to speak 
out a detected object or not, and at what time. Obviously, it is undesirable to keep speaking out the same object to the user 
even if the detection result is correct. It is also undesirable if two object names are spoken in an overlapping manner or so 
closely, that the user will not be able to distinguish the two. 

To solve the initial problem, we will assume a cooldown time of 5 seconds per class. Eg: if a person is detected in the first 
frame and it is spoken out, the program will not speak out “person” again until five seconds later. This is only a sub optimal 
solution since it does not deal with multiple objects of the same class. Ideally, if  there were two persons in the frame, the user 
should be informed about both but he does not need to be informed about the same person
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continuously. One potential improvement that we are currently working on is to track the object using overlapping bounding 
boxes between the frames. To solve the next problem, we are planning to enforce a delay of about half a second between any 2 
spoken classes. 

3.4. Voice Assistance 

For voice assistance, we use Google Text to speech API, also known as gTTS API. It is an open source API. We can also make the 
computer speak a programming language, like Python. Given a string of text, it will speak the written words in English. gTTS is 
a module and command line utility to that converts spoken text to mp3. It is can be easily be implemented in python 3. The 
output from the YOLO model and the depth estimation algorithm will be passed to the python code of gTTS code. The result of 
this code will be a voice telling the blind person about the distance and the object in front of him. Being a google API it can be 
relied on for best results easily so, it can be directly implemented. 

4. DISCUSSION 

The prototype we build successfully detect augmented reality and generate 3D audio sound. 

Still there are some limitations which are understated with easy expandable solutions. 

● PROBLEM: YOLO model can detect objects upto 2-5m distance accurately. If the object is farther it either misrecognized it 
or the object remain unrecognized. SOLUTION: We can train our model with greater scale ranges of for each object(like a 
picture of chair from distances 5 meter, 10 meter or even 20 meter). It might be cumbersome for object detection models 
to classify the object from a picture of an extreme scale, so there should be another approach. We can track the target 
object when it approaches from a distance. 

● PROBLEM: As we are using earbuds or headphones to generate 3D audio output, it blocks the surrounding or ambient 
sounds making his one of the most powerful sense less of a use. SOLUTION: This can be solved 
using already invented scientific invention called the conduction earphones which leave the ears open for the 
surrounding sound. 

● PROBLEM: User may be overburdened with the information making it difficult to understand anything about the output 
heard i.e. the algorithm either generates information about the same object repeatedly after fix interval of time say 5 
second or it generates output for different objects simultaneously thereby creating confusion or total havoc. 
SOLUTION:This can be solved using delayed notification or prioritising things the user is looking for in any specific 
situation and not focusing much on unrelated classes of objects thereby saving processing and generating desirable 
outputs only. 

 
5. CONCLUSION AND FUTURE SCOPE 

In our project, we have tried to understand the needs of blind or visually impaired people and successfully created a system 
which is portable and cheap and can be deployed in real life providing assistance to targeted users so that they can lead a more 
independent and secure life. Using this they can explore the surroundings better . We present a platform using portable 
hardware system including a camera and installed on the cane and an earpiece and an efficient software which deploy YOLO 
model which is considered most efficient object detection and classification model by far. The solution provided could take an 
accurate real time objective detection with live streaming at a speed of 30 frames at an optimal resolution.t. Through our 
project, we have attempted to demonstrate the potential of using computer vision techniques as a kind of assistive technology.  
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