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Abstract – Extraction of useful information from huge amount of data is known as data mining also known as knowledge 
discovery in database (KDD). There are so many sources that generates data in a very large amount like social networking sites, 
camera, sensors etc. This is the main reason that data mining is increasing rapidly. This paper presents a survey of clustering 
techniques and tools used for data mining. Classification is a supervised learning technique in which it identifies the class of 
unknown objects whereas clustering is an unsupervised learning. Clustering is the process of partitioning a set of data objects into 
subsets. Objects with in a cluster are more similar and dissimilar to other clusters. The similarity between objects is calculated 
using various distance measures like Euclidean distance, Manhattan distance, cosine etc. 
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1. INTRODUCTION  
 
Data mining plays a very important role for finding the frequent data pattern from internet, data set, data warehouse, data mart 
etc. Data mining, also called as data archeology, data dredging, data harvesting, is the process of extracting hidden 
knowledge from large volumes of raw data and using it to make critical business decisions. Data mining is used in various 
applications like finance, marketing, banking, credit card fraud detection, whether prediction.  
Data mining helps to extract hidden patterns and make hypothesis from the raw data. Data mining process has mainly 7 steps 

as Data integration, data cleaning, data selection, data transformation, data mining, pattern evaluation and knowledge 

representation [1]. This process is shown in Fig-1. 

Data Cleaning: Data in the real world is dirty, means incomplete, noisy and inconsistent data. Quality decisions must be based 

on quality data. So, before performing the analysis on the raw data, data cleaning is performed, which includes the following 

tasks: 

 Filling missing values. 

 Smooth noisy data and remove outliers by using algorithms like Binning algorithm. 

 Resolve inconsistencies. 

 

 

 

Figure 1: Data Mining Process 
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Data Integration: where multiple heterogeneous data sources may be combined. 

Data Selection: Where task relevant data are selected from data warehouse or any other data sources including www, 

RDBMS etc. 

Data Transformation: In data transformation, the data are transformed into format appropriate for data mining. For ex: An 

attribute data may be normalized so as to fall between a small range 0 to 1.  It includes the following tasks: 

 Smoothing: which works to remove noise from the data. Such techniques include binning, regression and clustering. 
 Aggregation: Various aggregation operations such as mean and median are applied to the data. For ex: the daily sales 

data may be aggregated. 
 Normalization: where the attribute data are scaled so as to fall within a small specified range, such as 0 to 1. 

Data Mining: It is the process of extraction of interesting information or patterns from data in large database is known as 

data mining. 

Pattern Evaluation: This component typically employs interestingness measures and interacts with the data mining 

modules so as to focus the search towards interesting patterns. 

Knowledge representation: Various visualization and knowledge representation techniques are used to present the 

extracted knowledge to the user. 

 

2. Related Work 

A lot of researchers have implemented various data mining approaches in order to solve the various problems related to 
forecasting and analysis. Decision tree algorithm is a kind of data mining model to make induction learning algorithm based on 
examples. It is easy to extract display rule, has smaller computation amount, and could display important decision property and 
own higher classification precision. We select decision-making tree which is very visible and easy realized as data mining tools, 
and set up decision-making tree model which is used to predict groups of elements. Nowadays is necessary to take decisions 
based in the knowledge obtained through advanced techniques of date analysis, decision tree is an interesting option. In this 
work a Rich Internet Application to visualize a decision tree in a mobile device is presented. This application lets deploy the 
complete tree decision and the categorization of new registers, with this tool is possible to take decisions based in the analysis 
of data in an extended data base. The support vectors play an important role in the training to find the optimal hyper-plane. For 
the problem of many non-support vectors and a few support vectors in the classification of SVM, a method to reduce the 
samples that may be not support vectors is proposed in this paper. First, adopt the Support Vector Domain Description to find 
the smallest sphere containing the most data points, and then remove the objects outside the sphere. Second, remove the edge 
points based on the distance of each pattern to the centers of other classes k-nearest neighbor algorithm (kNN) which usually 
identifies the same number of nearest neighbors for each test example. It is known that the value of k has crucial influence on 
the performance of the kNN algorithm, and our improved kNN algorithm focuses on finding out the suitable k for each test 
example. The proposed algorithm finds out the optimal k, the number of the fewest nearest neighbors that every training 
example can use to get its correct class label. For classifying each test example using the kNN algorithm, we set k to be the same 
as the optimal k of its nearest neighbor in the training set. Naive bayes classifier, a classification method based on bayes theory, 
shows excellent properties in many fields.  
 

3. Classification Algorithms 

 

3.1 Decision Tree Induction: 
 

Decision tree induction is the learning of decision trees from class labeled tuples. A decision tree is a flow chart like tree 
structure where each internal node denotes a test on an attributes, each branch represents an output of the test and each leaf 
node denotes a class label. Decision trees are trees that classify data by sorting them based on feature values. These decision 
tree induction methods are supervised machine learning methods that construct decision tree from a set of input output values. 
A decision tree uses top down approach that searches solution from search spaces. 
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In order to classify an unknown sample, the attribute values of the sample are tested against the decision tree. A path is traced 
from the root to a leaf node that holds the class prediction for that sample. Decision trees were then converted to classification 
rules using IF-THEN-ELSE. 
A typical Decision Tree is shown in Figure 1. This represents the concept buy a computer that is, the tree tries to predict 
whether a customer of an electronics shop or cannot buy a computer. The internal nodes are denoted by rectangles and leaf 
nodes ovals are denoted by [3]. 
 

 
Figure 2: Decision Tree Example 

3.2 K Nearest Neighbour Algorithm:  
 

KNN means k nearest neighbor. It is a very simple algorithm. Given N training vectors, suppose we have ‘a’ and ‘o’ letters as 
training vectors in the bi dimensional feature space. the KNN algorithm identifies k nearest neighbors of ‘c’.’c’ is another space 
vector that we want to estimate its class regardless of labels. 
The kNN expects the class conditional probabilities to be locally constant, and suffers from bias in high dimensions. kNN is an 

extremely flexible classification scheme, and does not involve any preprocessing of the training data. This can offer both space 

and speed advantages in very large problems.  

KNN is an example-based learning group. This algorithm is also one of the lazy learning techniques. KNN is done by searching 
for the group of K objects in the closest training data (similar) to objects in new data or data testing [2]. Generally, the 
Euclidean distance formula is used to define the distance between two training objects and testing [10]. 
 

 
3.3 Naïve Bayes Classification: 

“naive” Bayes classification is a method of supervised learning if the attributes are conditionally independent given the classes. 
 
It is a classification technique based on Bayes’ Theorem with an assumption of independence among predictors. In simple 

terms, a Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated to the presence of any 

other feature. For example, a fruit may be considered to be an apple if it is red, round, and about 3 inches in diameter. Even if 

these features depend on each other or upon the existence of the other features, all of these properties independently 

contribute to the probability that this fruit is an apple and that is why it is known as ‘Naive’. 

The Naive Bayes Classifier technique is based on the so-called Bayesian theorem and is particularly suited when the 

dimensionality of the inputs is high. Despite its simplicity, Naive Bayes can often outperform more sophisticated classification 

methods. 

It tells us how often A happens given that B happens, written P(A|B), when we know how often B happens given that A happens, 

written P(B|A) , and how likely A and B are on their own. 

 P(A|B) is “Probability of A given B”, the probability of A given that B happens 
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 P(A) is Probability of A 

 P(B|A) is “Probability of B given A”, the probability of B given that A happens 

 P(B) is Probability of B 

3.4 Support Vector Machine(SVM) 
 

“Support Vector Machine” (SVM) is a supervised machine learning algorithm which can be used for classification. In this 

algorithm, we plot each data item as a point in n-dimensional space (where n is number of features you have) with the value of 

each feature being the value of a particular coordinate. Then, we perform classification by finding the hyper-plane 

that differentiate the two classes 

Binary SVM: 

Binary classification is a technique to find the category of data points.  
For example- Let us consider that C1 and C2 are the two class labels. And we have data point one is positive and other is 
negative but here the problem is they are mixed so we need no find the decision boundary between the class label and support 
vectors. There could be exist more than one separable line but we need to identify the maximum margin line from the support 
vectors and this line is called ‘Decision Boundary’. And one side of decision boundary are positive points and other side has 
negative points.  
 

4. Comparison of Different Classification algorithms 
This section discusses the comparison between various classification algorithms with their advantages and disadvantages. 

Table I provides information about various algorithms. 

 

Table I: Comparison of Classification algorithms 

 

Algorithm Findings Advantages Disadvantages 
Decision 

Tree 

Decision tree is a supervised learning 

method to construct trees from a set 

of input output samples. 

 It is simple to understand, 

interpret and have little effort form 

user for data preparation. 

Easy to determine worst, best and 

expected values for different 

scenarios. 

 

 If we do small change in the data 

can lead to a large change in the 

structure of the optimal decision 

tree. 

Calculations can get complex, if 

values are uncertain and/or if 

many outcomes are linked. 

SVM SVM is a supervised learning in which 

we plot each data item as a point in n-

dimensional space. with the value of a 

particular coordinate. Then, 

we perform classification by finding 

the hyper-plane that differentiate the 

two classes . 

It works really well with clear 

margin of separation 

It is effective in high dimensional 

spaces. 

 

It doesn’t perform very well, 

when target classes are 

overlapping 

SVM doesn’t directly provide 

probability estimation. 

 

Naïve Bayes The Naïve Bayes Classification 

represents a supervised learning 

method as well as a statistical method 

for classification. It is probabilistic 

model and it allows us to find 

uncertainty and determining 

probabilities of the outcomes. It can 

solve diagnostic and predictive . 

It is very simple, easy to implement 

and fast. 

 

It can make probabilistic 

predictions. 

It handles both continuous and 

discrete data. 

 

 Naive Bayes classifier make 

assumption on the shape of your 

data distribution, i.e. any two 

features are independent given 

the output class. 
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5. Conclusion: 
In this paper, we have presented the survey of various 

classification algorithms used for analysis. There are mainly 

three types of classification methods are discussed.  
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